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Abstract: The article deals with theoretical and experimental approaches to electroplastic deformation caused by twinning of metals.  
The author specifies physical fundamentals of Kinetics regarding the development of twinning caused by the excitation of electronic sub-
system of metals. Physical models of new channels for the realization of twinning aroused under conditions of electroplasticity have been 
discussed. Mechanisms of plasticized influence of a surface electric charge have been defined as well as the contribution of a dynamic 
pinch-effect in the elastic plastic deformation of metals with the participation of the intrinsic magnetic field of the current. The dynamic pinch 
effect creates ultrasonic vibration of the lattice system while Kinetics changes and plastic deformation are stimulated increasing the ampli-
tude of the oscillations of rectilinear dislocations and the periodic change in the position of the dislocation loops with an increase in the 
probability of detachment of dislocations from the stoppers. When deformed above the yield point and due to the pinch effect the intrinsic 
magnetic field of the current diffuses into the crystal where the diffusion rate depends both on the conductivity of the metal and on the  
frequency of the current. It is necessary to take into account the physical conditions for the creation of ponderomotive effects in relation to 
specific technically important materials for the practical use of electroplastic deformation technology, especially when processing metals 
with pressure. 

Keywords: Electroplastic Deformation, Ponderomotive Action Current, Pinch Effect, Skin Effect, Pulse Current, Magnetic Field,  
Electric Field Vortex Field Hall, Mechanical Pressure, Maximum Axial Force

1. INTRODUCTION 

Development of Modern Physical Material as a science is 
closely associated with the development of technological pro-
cesses of deformation for metals caused by the pressure found 
under the conditions of electroplasticity with the aim to obtain 
technically important materials with high characteristics that en-
sure their application in extreme physical conditions. 

Electroplasticity found in metals is implemented by passing 
short pulses of high density current of 103A/mm2 with a duration 
of 10-4s, during plastic deformation through electrically conductive 
materials, which is known as the electroplastic effect (EPE).This 
effect is universal and manifests itself in all materials under differ-
ent types of plastic deformation by sliding (magnesium steel) and 
twinning (bismuth). 

EPE stimulates deformation processes, reduces strain forces, 
energy consumption and improves the physical and mechanical 
characteristics of the material. 

Several authors explain the mechanisms of electroplastic de-
formation in the course of sliding by electron-dislocation interac-
tion, the pressure of the "electronic wind" on the accumulation 
of dislocations, point defects, decrease in starting stresses for 
dislocation disruption from the stoppers, the action of thermal and 
nonthermic effective stresses and also the spin softening 
of metals (Troitskiy and Savenko, 2013; Khrushchev et al., 2017; 
Troitskiy, 2008b; Stashenko et al., 2008). 

It should be noted when a current pulse is excited in the metal 
deformation zone, a significant amount of Joule heat is released, 
with a pulse duration equals to 100μs and a current density equals 

to 100 to several thousand A/mm2, heating the sample does not 
exceed several degrees if the pulses are separated intervals 
equal to tens of seconds. 

Plastic deformation by twinning is carried out when the slip is 
impossible, for example, while orientational inhibition at high 
loading rates and at low temperatures. The twinning begins at 
stress concentrators, the development of twins is carried out at 
high velocities. The concentration of stresses and deformations at 
the boundaries of twins often lead to the destruction of the materi-
al. 

Thus, if it was possible to control the development of twinning, 
there would be a real opportunity to use twinning as a reservoir of 
material plasticity if to reduce the concentration of stresses at the 
boundaries of twins. Furthermore the twin boundaries are natural 
obstacles to complete dislocations, that’s why it is possible to 
strengthen the material in an effective way by means of a system 
of thin twins. 

2. EXPERIMENTAL METHODS, RESULTS AND DISCUSSION  

When electric current pulses pass through metal single crys-
tals with density equals to 50-1000 A/mm2 and duration equals to 
10-4s, a redistribution of deformation by twinning is observed in the 
vicinity of the stress concentrators. If the crystal is deformed  
by a diamond indentor and current pulses are passed before or 
after deformation, no effect is observed. The constant electric field 
imposed on the crystal at any stage of deformation is also not 
effective. However, if the electric current pulse is passed through 
the crystal during deformation, the pattern of the indenter print 
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changes significantly. The print on the left is obtained after 10 
seconds of holding the crystal with an indentor load of 10g. The 
imprint on the right corresponds to the same exposure and load to 
the indenter, but 5 seconds passed the load was lowered, a cur-
rent pulse 10-4s was passed through the sample. The current 
density in the pulse was 600 A/mm2. 

Comparison of the strain patterns with the current pulse and 
without a pulse shows that under the combined effect of electrical 
and mechanical stresses, the plastic deformation is stimulated by 
twinning. The length of individual twins increases, new twins 
appear. Thus, all the side factors affecting the deformation condi-
tions were excluded. 

 
Fig. 1. A photomicrograph of twins on the cleavage plane of bismuth 

single crystals, x 530. The print on the left was obtained  
with an indentor load of 10 g. The imprint on the right  
– with the same load on the indenter, but during deformation 
through the crystal a current pulse of density 600 A/mm2. 

An increase in the density of total dislocations in the crystal 
leads to a decrease in volume of twinning and the area of the 
double. 

 
Fig. 2.The etched plane (111) of a bismuth crystal after deformation  

by a concentrated load. (Load on the indenter 10g; x530) 

An increase in the density of total dislocations in the crystal 
leads to decrease in the volume of twinning and the area of the 
double boundaries (Fig. 2). 

With increasing voltage applied to the crystal during defor-
mation, the range and generation of twinning dislocations increas-
es (Fig. 3). Up to a voltage of 800 V, the excitation processes  
of dislocation sources are preferable. The increase in voltage 
leads to the predominance of the following stages in the develop-
ment of twins: the formation of a surface of separation and the 
translation of twinning dislocations along the final interface of the 
twins. 

 
Fig. 3. Run (I) and generation of twinning dislocations (2) on the stress  

in bismuth crystals:Sd is the area of the twinning interface;  
Se is the volume of the twin boundaries; U is the electrical  
voltage applied to the crystal. 

If we compare the twins obtained from the action of a concen-
trated load, and the twins that arise when the load and the electric 
current pulse are combined, it is easy to see that the ratio of the 
thickness of the twins at the mouth to their length h/L differs. The 
ratio h/L characterizes the degree of incoherence of the twin 
boundaries. If we divide this value by the crystal lattice parameter 
in the direction perpendicular to the motion of the twinning disloca-
tions a, we obtain the average density of twinning dislocations  
at the interfaces: 

𝜌𝑑 =
ℎ

𝑎𝐿
,                     (1) 

instead of: 𝑎 – lattice parameter. 
The linear density of twinning dislocations for doubles caused 

by the combined effect of electrical pulses and mechanical stress-
es is 103-104 cm-1, for doubles arising without current pulses, this 
value is 2-5 times larger (Fig. 2). 

As the voltage is increased, the density of the twinning dislo-
cations decreases, i.e. the deviation of the twin boundaries from 
the twinning plane decreases. With the curvature of the interfaces 
of twins, brittle fracture is often associated. Cracks in the vicinity 
of the twin boundaries usually arise when there are significant 
deviations of the boundaries from the twinning plane. There is a 
decrease in the degree of incoherence of twin boundaries, and 
thus there is a density of twinning dislocations at the boundaries; it 
is primarily a decrease in the thickness of dislocation clusters, a 
decrease in the role of the double boundaries as concentrators of 
internal stresses and, as a result, a decrease in the probability 
of crack formation at the boundaries of twin strips. 

The study of a large number of prints shows that the ratio  
of the load on the indenter to the square of the maximum length  
of the twin beam in prints is a value close to a constant value.  
The values of P/L2max with the change in load almost do not 
change for crystals of the same composition. P/L2max has the 
dimensionality of stresses and characterizes the linear dimensions 
of the region of the crystal that extends beyond the twinning,  
so it is natural to assume that this value is proportional to the 
voltage needed to advance the twinning dislocations in the crystal, 
thus the quantity P/L2max can serve as a quantitative characteristic 
for the plastic deformations are twinning. The ratio P/L2max 
is proportional to the stresses at which the motion of the twinning 
dislocations ceases, when the dislocation at the apex of the twin 
reaches the regions where the external stress from the concen-
trated load is balanced by the resistance forces of the crystal 
lattice, i.e. this is an analog of the yield stress for plastic defor-
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mation by twinning. The order of variation of P/L2max corresponds 
to the ranges of starting voltages for twinning dislocations in crys-
tals (Stashenko, 2008; Troitskiy, 2008a; Gorelik, 2008; Gorelik 
and Zlobina, 2008; Samuilov and Troitskiy; 2017). 

Fig. 4 shows the dependence of P/L2max on the current density 
in the pulse. We can see that P/L2max values begin to fall at current 
densities in the pulse of 50-70 A/mm2 (the threshold values of the 
electroplastic effect in twinning), then the P/L2max value decreases 
significantly and at high current density in the pulse, of the quanti-
ty P/L2max. 

If we consider the effect of electric current pulses on the de-
velopment of twinning, then the P/L2max values under simultane-
ous action of external load and current pulse decrease several 
times, i.e. the transmission of the current pulse at the time of 
loading of the crystal is accompanied by a significant decrease in 
the resistance of the crystal lattice to twinning. Thus, the one-time 
action of the load and electrical impulses makes it possible to 
plasticize the material further due to twinning. In this case, the 
electric current pulses increase the share of twinning in the total 
plastic deformation of the doubling materials, i.e. increase the 
plasticity reserve. 

 
Fig. 4. Dependences of the value of P / L2

max on the current density  
and the average density of twinning dislocations on the current 
density in bismuth Bi- 99.99%. 

The branching of twins always appears on the curve bounda-
ries where the degree of incoherence of the twin boundaries is the 
greatest. 

Twins usually appear on dislocation clusters and lead to re-
laxation of internal stresses at the imprint. Up to now, it has been 
known that relaxation of internal stresses can be achieved by 
developing slip i.e. in the areas of the crystal adjacent to the twin 
boundaries (Gorelik and Zlobina, 2008). In this paper for the first 
time it was discovered that under the action of electrical pulses, 
the relaxation of internal stresses occurs as a result of the devel-
opment of new twins, with new twins arising not only on clusters 
of complete dislocations, but also at the boundaries of the twin 
interlayers, i.e. on clusters of twinning dislocations what was 
experimentally and theoretically shown by the author in the work 
Troitskiy and Savenko (2013). Doubles, emerging at stress con-
centration sites, discharge dislocation clusters, thereby reducing 
the likelihood of brittle fracture in the stressed places of the crystal 
lattice (Fig. 5). 

To explain this we use the picture of stress fields  
in a wedge-shaped twin (Fig. 6), which was obtained on the as-
sumption that the twin boundary consists of complete (Khrush-
chev et al., 2017; Samuilov, 2017; Surkaev, 2015) rather than 

partial dislocations. The stress fields around the accumulation  
of such dislocations, which have the form of a wedge, can be 
calculated as shown in the formula: 

𝜎𝑥𝑦 =
𝐺𝑏

2𝜋(1 − 𝜈)
{∑

(𝑥 + 𝑛𝑑)[(𝑥 + 𝑛𝑑)2 − (𝑦 + 𝑛ℎ)2]

[(𝑥 + 𝑛𝑑)2 + (𝑦 + 𝑛ℎ)2]2

𝑁1

𝑛=0

+ 

+ ∑
(𝑥+𝑛𝑑)[(𝑥+𝑛𝑑)2−(𝑦−𝑛ℎ)2]

[(𝑥+𝑛𝑑)2+(𝑦−𝑛ℎ)2]2

𝑁2
𝑛=0 }, 

(2) 

where: 𝜎𝑥𝑦 –the shear stresses, 𝑏 –is the Burgers vector modu-

lus, 𝐺 – is the shear modulus, 𝜈 – is the Poisson ratio, 𝑛 – is the 
summation index, 𝑁1 and 𝑁2 – are the number of dislocations at 
the twin boundaries (Troitskity and Savenko, 2013). 

In our case, computer-generated curves were taken 
𝑁1=𝑁2=10. 

 
Fig. 5. The branching of a double as a result of the presence  

of an obstacle in the translation path of twinning dislocations. 

 
 

Fig. 6. Stress fields for a wedge-shaped twin. 

As it is shown in Fig. 6 the stresses increase with the ap-
proach to the twin boundary, moreover, at the double vertex they 
are of the same order as in the immediate proximity of the twin 
boundary, but at a distance two or three times larger. 

As a result, in the presence of stoppers in the path of motion 
of the wedge-shaped twin, a redistribution of the stresses at its 
vertex occurs in such a way that the magnitude of their projections 
to a new twinning direction becomes comparable with the thresh-
old value of the appearance of the twin. 
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The growth of the density of complete dislocations makes 
twinning difficult. 

In authors’opinion, consideration of the most probable mecha-
nisms of the influence of electromagnetic fields on the plastic 
deformation of metals should be carried out with due regard to the 
state of the surface of the crystal, since the excitation of the elec-
tronic subsystem of the crystal by an electromagnetic field leads 
to a change in its surface energy. In deformation processes, 
moving dislocations, interacting with a free surface, acquire ex-
cess free energy, become unstable and tend to reach the surface 
of the crystal (Skal, 2013; Krajewski et al., 2012).The edge dislo-
cation is attracted to the surface by the force of the "mirror image", 
which is determined by the slowly varying logarithmic potential. 
At the same time, the output of dislocation to the surface is ac-
companied by the appearance of a characteristic step. In this 
case, energy is created to create a new cell𝛾𝑏2 where 𝛾is the  
surface energy. This force is distributed deep into the crystal by a 
half-width of a dislocation of the order of several 𝑏, and in the 
immediate vicinity of the surface it can predominate over the 
"mirror image" force. Therefore, a decrease in the surface energy 
of the metal will facilitate the release of dislocations of the same 
sign onto the surface and lead to an increase in the rate of plastic 
deformation and a decrease in the deformation hardening. At the 
same time, the increase in surface energy intensifies the work 
of surface sources of dislocations by compensating for the "mirror 
image" force. 

Dislocation is a linear defect only from the point of view of dis-
tortion of the electronic structure of the material, which is formed 
on the edge of the superfluous half-plane. It is to be expected that 
bound electronic states arise here, whose energy spectrum and 
the corresponding wave functions differ from the energy spectrum 
and the wave functions of the external valence electrons 
of a defect-free crystal lattice. 

 
Fig. 7. Dependence of the statistical force applied to the sample  

on the magnitude of deformation up to the moment of its 
destruction. Stainless steel under the influence of current pulses 

The excitation of the electronic subsystem of the current pulse 
metal, when electroplasticity is realized in a metallic sample load-
ed above the yield point, leads to the appearance of additional 
deformation processes due to the oscillations of the deforming 
forces, ponderomotive effects occur during the deformation pro-
cesses (Fig. 7) which cause vibroacoustic ultrasonic vibrations 
of the crystal lattice in different crystallographic directions (Fig. 8) 
(Troitskity and Savenko, 2013; Khrushchev et al., 2017) due to the 
appearance of dynamic pin - and the skin effect. 

 

Fig. 8. Transient processes of ultrasonic acoustic vibration from  
the action of current pulses under strain conditions above  
the yield point. 

If we consider the "ionic", "covalent", "metallic" bonds from the 
point of view of the distribution of the wave functions of the exter-
nal valence electrons, then there is a clear tendency to delocaliza-
tion of wave functions and an increase in the degree of their over-
lap. In this vein the greater overlap of the wave functions of the 
valence electrons of the atoms composing the crystals and the 
electronic states at the dislocations, the more plastic is the given 
material. The excitation of the electron subsystem of the crystal 
leads to an overlap of the wave functions in the dislocation core 
and to an increase in its mobility. The introduction into the impurity 
crystal where the wave functions of the valence electrons are 
delocalized, it reduces the shear stresses and, as a result, facili-
tates the process of plastic deformation is observed. 

Under the influence of the intrinsic magnetic field of the cur-
rent, which envelops the conductor (a deformable sample) with 
annular lines, polarization of the electronic subsystem of the metal 
arises and, as a result, the appearance of a transverse electric 
Hall field that prevents further compression of the electron plas-
ma. 

Consider the equation 
∂H

∂t
=

c2

4πσμ∇2H
, which agrees with the 

diffusion equation 
𝜕𝑛

𝜕𝑡
= 𝐷𝛻2𝑛. 

Choosing the projection on the Z-axis, we write in the form: 

𝜕𝐻𝑧

𝜕𝑡
= 𝜕𝑀

(𝜕2𝐻𝑧)

𝜕𝑥2  ,            (3) 

where: ∂M =
c2

4πσμ
 – coefficient of magnetic diffusion, c – elec-

trodynamic constant, μ – magnetic permeability, σ – specific 
conductivity. 

Since, the field outside the sample varies according to the 
harmonic law, the following Z projection of the magnetic field 
inside the sample will be: 

𝐻𝑍(0, 𝑡) = 𝐻0cos (𝜔𝑡),            (4) 

where magnetic field strength on the boundary, for 𝑥 = 0. The 
harmonic dependence (3) characterizes the so-called stationary 
skin effect (Troitskiy, 2008a). 

Since equation (2) is linear and contains real coefficients, the 
following calculations can be simplified by going over to complex 
writing. Thus, we seek a solution of another auxiliary problem with 
the replacement of cos(ωt) by a complex exponent: 

𝐻𝑍(0, 𝑡) = 𝐻0𝑒(−𝑖𝜔𝑡).            (5) 

The solution of the original problem with a real field can be ob-
tained from the solution of the auxiliary problem with a complex 
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field by separating the real part. Since the magnetic field outside 

the sample is proportional toe-iωt,we assume that the solution 
of the auxiliary problem should be sought in the following form: 

𝐻𝑍(x, 𝑡) = 𝐻(𝑥)𝑒(−𝑖𝜔𝑡).           (6) 

Substituting this dependence (4) in the partial differential 
equation (2), we can obtain the ordinary differential equation (3): 

𝜕2𝐻

𝜕𝑥2 = −
2𝑖

𝛿2 𝐻,                           (7) 

where: δ = √(
2D_M

ω
) =

c

√2πσμω
has the dimension of length. 

The general solution of an ordinary differential equation of the 
second order with constant coefficients is in the form of a sum 

of exponentials Aeikx with constant coefficients A and k2.The 

coefficientkis found by substitution eikx into equation (6).The 

algebraic equation 𝑘2 =
2𝑖

𝛿2, hastworoots 𝑘 = ±
(1+𝑖)

𝛿
. 

One of them, (𝑘+ ) corresponds to the decreasing, and the 

other(𝑘 −) to the alternating magnetic field, which grows to the 
axis of the sample (as 𝑥 → ∞) to the alternating magnetic field. 
The radially increasing magnetic field should be omitted, since 
it corresponds to a meaningless increase in the magnetic field up 
to an infinite value when moving away from the source. Thus, 
within the conductor the solution of the auxiliary problem has the 
form: 

𝐻𝑧(𝑥, 𝑡) = 𝐴𝑒−(
(1−𝑖)𝑥

𝛿
)𝑒(−𝑖𝜔𝑡).                                (8) 

The coefficient  A can be found from the condition of continui-
ty of the tangential projection of the magnetic field strength at the 
sample boundary at 𝑥 = 0.Since the strength of the magnetic 
field varies outside the conductor at x = 0 according to the law 

𝐻𝑧(0, 𝑡) = 𝐻0𝑒−𝑖𝜔𝑡, we conclude that A = 𝐻0. Consequently,  

𝐻𝑧(𝑥, 𝑡) = 𝐻0𝑒−(
(1−𝑖)𝑥

𝛿
)𝑒(−𝑖𝜔𝑡).                          (9) 

Defining the real part of the complex function HZ(x, t), we 
find the real magnetic field in the sample: 

𝐻𝑍(𝑥, 𝑡) = 𝐻0𝑒−
𝑥

𝛿𝑐𝑜𝑠 (𝜔𝑡 −
𝑥

𝛿
),                    (10) 

where: 𝛿 – thickness of the skin layer (Troitsky, 2007; Savenko, 
2017; Savenko et al., 2017). 

 
Fig. 9. The change in the magnetic field in a sample of magnesium  

at 𝜈 = 600𝐻𝑧 

To determine the value of the magnetic field arising from pon-
deromotive factors during electroplastic deformation by 35 transi-
tion rolling of magnesium samples, we use the MathcadProfes-
sional program, taking into account the final parameters of the last 
transition of deformation magnesium: s = 4 mm2 – cross-
sectional area of the sample, r = 2 mm – sample cross-section 

radius, j = 103 A

mm2 – current density, pulse duration τ = 104s, 

frequency ν = 600 Hz , σ = 22,7 × 103 cm/mm – conductiv-
ity of magnesium. 

As we can see in the graph (Fig. 9) a change in the magnetic 
field is observed in the sample of deformation magnesium with 
final parameters at the last transition. 

The intensity of the magnetic field increases while moving 
from the center to the sample surface and it reaches the value 
𝐻=400 Oe (31830 A/m ) being at a distance of 1 mm from the 
center of the cross section of the sample, the magnetic field 
strength is 𝐻=100 Oe(7957A/m). 

3. CONCLUSIONS 

1. Electron-plastic deformation stimulates the formation of the 
interface, and the translation of the twinning dislocations along 
the finished interface, increases the range and generation 
of twinning dislocations which opens the possibility of addi-
tional plasticization of the twinning material, increasing the 
share of twinning in the total plastic deformation, thereby in-
creasing the plasticity reserve of the doubling materials. 

2. The twinning in the region of twin boundaries leads to an 
intense multiplication of the twinning dislocations and to the 
collective interaction of the screw components of the twinning 
dislocations with an obstacle, which opens up new channels 
for the realization of twinning.  

3. Excitation of mechanical twinning by external field not only 
influences plasticizes, but also increases the real strength 
of the material. The stimulation of twinning by current pulses 
leads to a decrease in the density of twinning dislocations at 
the interfaces of mechanical twins, equalization of their dislo-
cation structure, acceleration of stress relaxation processes, 
which reduces the probability of brittle fracture in the region 
of twin boundaries. 

4. The electric charge arising on the surface of the sample 
as a result of the Hall polarization facilitates the operation 
of dislocation sources and stimulates the translation of twin-
ning dislocations along the finished interfaces, leads to a par-
tial discharge of long-range elastic stresses in clusters 
of twinning dislocations and the appearance of new channels 
for realizing the process of plastic deformation by twinning. 
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Abstract: An optimization study using the design of experiment technique is described, in which the surface profile height of a freeform 
surface, determined in coordinate measurements, is the response variable. The control factors are coordinate sampling parameters, i.e. 
the sampling grid size and the measuring tip diameter. As a result of the research, an optimal combination of these parameters was found 
for surface mapping with acceptable measurement uncertainty. The presented study is the first stage of optimization of machining error 
correction for the freeform surface and was intended to take into account mechanical-geometric filtration of surface irregularities caused by 
these geometrical parameters. The tests were carried out on a freeform workpiece milled with specific machining parameters, Ra of the 

surface roughness was 1.62 μm. The search for the optimal combination of parameters was conducted using Statistica software.  

Key words: Freeform Surface, Machining Error Correction, Coordinate Measurement, Measurement Parameters, 
                     Design of Experiment Technique

1. INTRODUCTION 

Objects with freeform surfaces are more and more often de-
signed for functional and aesthetic reasons. The complex geome-
tries of such surfaces are challenging both at the manufacturing 
stage and at the accuracy assessment stage. 

The first step in accuracy assessment of freeform surfaces is 
to map the actual geometry with the use of a cloud of points. For 
that purpose, coordinate measuring machines (CMMs) with ball-
tip touch probes are usually used (Savio et al., 2007; Sładek, 
2016). 

Numerically controlled CMMs make it possible to generate the 
path of automatic movement of the touch probe, i.e. to generate 
nominal points on the CAD model, according to the adopted crite-
rion. The distribution and number of these points are called the 
sampling strategy. The complete measurement plan involves also 
configuration of the measuring probe set, i.e. the orientation and 
length of the stylus, and also the ball tip diameter. 

In coordinate measurements of freeform surfaces, local devia-
tions at the measurement points, i.e. normal deviations of the 
measurement points from the nominal surface represented by the 
CAD model, are determined. These deviations may be the basis 
for determining geometric deviations or corrections compensating 
machining errors. Both of these applications require a complete 
knowledge of the surface. However, information on surface irregu-
larities depending on the adopted measurement parameters – the 
sampling step and probe tip diameter – are separated as early as 
at the sampling stage, because both these factors cause mechan-
ical-geometric filtration of irregularities (Adamczak et al., 2010; 
Rajamohan et al., 2011a, 2011b). Rajamohan et al. (2011b) in 
their calculations included the contact error resulting from the 
surface curvature for the specified probe tip size in the performed 
computer simulations of various sampling strategies. Moreover, 

they observed the effect of mechanical-geometric filtration bring-
ing about minimising of the observed surface deviation in meas-
urements with the use of a ball with a bigger diameter. 

It is assumed that measurement points faithfully represent 
measured surfaces. However, measurement results are always 
burdened with uncertainty. One of the reasons for measurement 
uncertainty, in addition to the contributions of measuring equip-
ment, workpiece geometry and measurement conditions, is the 
sampling strategy (Mehrad et al. 2013; Moroni and Petro, 2014; 
Weckenmann et. al., 2004) whose influence is entirely dependent 
on the metrologist. An unreasonable strategy planning can be the 
largest uncertainty contributor. Considering the measurement 
time, the number of points should be as low as possible, while 
larger numbers of points characterise surfaces more accurately. 
Therefore, a strategy is intensely searched for in which the num-
ber of points would be as low as possible, and their distribution 
would enable an efficient surface mapping with an acceptable 
measurement uncertainty. In the area of accuracy assessment, 
different sophisticated methods for distributing points, both on 
geometric primitives and freeform surfaces, are used. Some of the 
researchers pay more attention to the number of points, whereas 
others focus on the distribution of measurement points (Moroni 
and Petro, 2014; Poniatowska, 2012; Obeidat and Raman, 2009). 
In the application to the correction of machining errors, the only 
solution is to measure according to the regular grid of points, as in 
reverse engineering, but in this case measurements are based on 
the CAD model.   

In this paper, in search of the optimal combination of sampling 
parameters research was conducted using the DOE (Design of 
Experiments) technique. This technique may be applied to solving 
problems related to the manufacturing and measurement pro-
cesses, in order to change these processes and to understand the 
influence of different factors on the final process or product quality 
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(Karaszewski and Skrzypczyńska, 2013; Kowalczyk, 1995). DOE 
is an experimental technique that helps to investigate (design) the 
best combinations of process parameters, changing quantities, 
levels, and combinations, in order to obtain statistically reliable 
results. It is a way that may be followed so as to find solutions to 
process problems with greater objectivity by means of experi-
mental and statistical techniques. In the work, the loss of meas-
urement process quality, caused by applying various combina-
tions of sampling parameters, was investigated. 

In the literature of the art, many researchers sought for opti-
mal measurement parameters and uncertainties, both in touch 
measurements (Feng et al., 2007; Moroni and Petro, 2014) and 
non-touch measurements (Al-Ahmari and Aalam, 2015), including 
applying DOE techniques (Al-Ahmari and Aalam, 2015; Barini et 
al., 2010, Feng et al. 2007)). The influence of many parameters 
was taken into account, such as: measuring speed, stylus length, 
number of points and measuring distances. 

The tests described in the present paper were carried out on 
a milled freeform surface classified by Savio et al. (2007) as 
a surface of medium shape complexity characterised by moderate 
to large curvature changes. The problem of selecting surface 
sampling parameters – the tip diameter and the point grid size – 
for surface irregularities mapping with acceptable measurement 
uncertainty, has been solved. The presented study is the first 
stage of optimization of the machining error correction for the 
surface of an injection mold and was intended to take into account 
mechanical-geometric filtration of surface irregularities caused by 
these geometrical parameters. The effect of parameters causing 
geometric-mechanical filtration depends on surface topography. 
The tests were carried out on the workpiece milled with specific 
machining parameters, Ra of the freeform surface roughness was 
1.62 μm. The solution should be treated as a task specific with the 
possibility of applying to milled surfaces with a similar curvature 
and roughness.   

2. APPROACH DESCRIPTION 

In designing the coordinate sampling parameters, the Taguchi 
method was applied. It is one of the methods that can be used 
successfully in DOE. The basic notion in the described method is 
the quality loss function applied in quality loss assessment and 
dependent on the adopted quality characteristics (Karaszewski 
and Skrzypczyńska, 2013).  

According to Taguchi, the parameters which exert great influ-
ence on the measurement and manufacturing process can be 
adjusted to varying levels so that some settings can result in the 
robustness of the process (Karaszewski and Skrzypczyńska, 
2013; Kowalczyk, 1995). 

Control factors are the selected independent variables of the 
experiment, which have different effects on the response variables 
when adjusted to different levels, in this case – the sampling grid 
size and probe diameter. 

Factor levels are the intensity to which the control factors are 
adjusted in a particular experiment. They can be identified as low 
level, intermediate level, and high level. 

Response variables are the dependent variables which 
change when they go through different process parameters. In the 
experiments, there may be one or more response variables, in this 
case – the surface profile height of a freeform surface, determined 
from local deviations at the measurement points. 

Noise factors are the variables which influence the response 
variables. They may or may not be known. Special care should be 
taken to prevent noise factors from interfering in the experimental 
results. 

Treatments: each experimental run is a treatment, that is, 
a combination of factor levels, in this case – the combination of 
sampling parameters. 

Experimental matrix is the matrix composed of control factors 
with different levels for each treatment given. 

Repetition is the reproduction of the selected combination un-
der the same experimental conditions. Repetition makes it possi-
ble to estimate the experimental error that is used to define 
whether the differences in the control variables are significant.  

According to the approach used in the Taguchi method, to 
measure the process quality, minimisation of the changeability of 
this process in response to the N noise factors should be adopted, 
with simultaneous maximization of the changeability in response 
to the S signal factors. Combining the two criteria, the ratio of the 
signal to the noise η = S/N is obtained. It should be noted that S/N 
is reversely proportional to the quality loss function. This means 
that as S/N increases, the quality improves and loss is minimised. 
The way in which η is expressed differs depending on the optimi-
zation problem concerned. In practice, three types of the η coeffi-
cient are applied: 

 the ‘nominal is the best’ characteristics 

𝜂 =
𝑆

𝑁
= 10 log

𝑦̅

𝑆2
 , (1) 

 the ‘smaller is the better’ characteristics 

𝜂 =
𝑆

𝑁
= −10 log

1

𝑛
∑ 𝑦2, (2) 

 the ‘larger is the better’ characteristics 

𝜂 =
𝑆

𝑁
= −10 log

1

𝑛
∑

1

𝑦2
 ,  (3) 

where: y – observed data or each type of characteristics, 𝑦 ̅ – the 
average of observed data, S – signal factors, N – noise factors, 
η  – signal to noise ratio, n – the number of repetitions. 

In touch measurements, the probe tip acts like a mechanical-
geometric filter. It means that the range of information included in 
the measurement data is related to the probe tip size. In the pre-
sented experiments, an attempt to assess the influence of the 
sampling parameters on the height of the determined irregularities 
was made. It was assumed that the H height of the surface profile 
(a response variable), i.e. the sum of the absolute value of the 
biggest min. and max local deviations is the value that best repre-
sents the level of mapping of the actual surface in the measure-
ment process. The reason for that is the different operation of the 
probe tip on peaks and in valleys of irregularities, in particular, the 
valley detection error of the probe tip due to its size (Fig. 1). 

In the performed optimization tests, the H of the surface profile 
with various combinations of control factors was determined. The 
influence of the following control factors on the measurement 

results: (1) the d diameter of the ball tip, and (2) the s  s grid size 
was investigated. Four ball tips of the diameters of 1, 2, 3, and 
4 mm, typically applied in coordinate measurements, were used. 
The freeform surface measurements were taken under the same 
conditions and along a regular grid of points, using different com-

binations of the d and s  s parameters. The s  s sampling grid 
sizes, with the s values of 0.25; 0.5; 1, and 2 mm were selected. 
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Fig. 1. The nature of a ball tip functioning in the character  
            of a mechanical-geometric filter 

The freeform surface of the workpiece on which the tests were 
performed was previously calibrated in an accredited calibration 

laboratory using the tip d = 2 mm and grid size (1  1) mm. This 
knowledge on the surface was used in the experiment. However, 
to determine only the effect of the parameters causing the 
mechanical-geometric filtration, and to take into account the 

smaller parameters d and s  s, as the 100% process quality, the 
arithmetic mean of the profile height from 5 repetitions for the ball 
tip of the smallest diameter d = 1 mm, and the sampling grid 

(0.25  0.25) mm was adopted. All tests were carried out under 
the same experimental conditions. According to literature data, in 
general, larger sampling parameters are used in data acquisition 
for machining error correction (e.g. Chena et al., 2013, Chen et 
al., 2018)). Chena et al. (2013) used data obtained from 
measurements on a machine tool applying the ball tip of 6 mm 

and (3.5  3.5) mm, while Chen et al. (2018) carried out their 

measurements on CMM with the tip of d = 5 mm and s  s = (4  
4) mm. The question is: what values of these parameters should 
be used to ensure effective freeform surface mapping? According 
to the Taguchi method approach, the loss of the measurement 
process quality, caused by applying higher measurement 

parameters (the d and s  s control factors), was investigated. 

The process quality loss (the loss of the information on the 
surface irregularities) was represented by the difference between 
the profile H for a given combination of the control factors and the 
H representing 100% of the process quality. 

The experiment included 16 treatments with 5 repetitions. The 
control factors combinations used in the experiment are presented 
in Fig. 2. 

 

Fig. 2. Experimental matrix 

The experiment plan was developed with STATISTICA 
software, using the option ‘planning experiments according to the 
Taguchi method’ (orthogonal tables). The ‘smaller the better’ 

characteristics was selected. This characteristics is applied when 
minimising undesirable characteristics is needed. 

3. EXPERIMENTAL RESEARCH 

3.1. Data acquisition 

The measurements described in this paper were carried out 
on a Global Performance CMM (with PC DMIS software), 
(Maximumm Perissible Error) MPEE = 1.5 + L/333 [μm], equipped 
with a Renishaw SP25M probe and a 10 mm stylus with a ball tip. 
The measurement uncertainty for the form deviation with 
reference to datum features, estimated using EMU software 
developed at University of Bielsko-Biala (the author – W. 
Jakubiec) (Jakubiec et al. 2012), was equal to U = 0.9 μm. The 
experiment was performed on a freeform surface of a workpiece 

made of WCLV steel with the base measuring (50  50) mm, 
obtained in the milling process using a ball-end mill of 6 mm 
in diameter, with the rotational speed equal to 8000 rev/min, the 
working feed of 800 mm/min, and a zig-zag cutting path in the XY 
plane (Fig. 3, Ra = 1.62 μm). Fig. 3 shows an example of the point 
distribution on the measured surface. 

 
Fig. 3. Distribution of measurement points on CAD model in PC DMIS 

            software, measurement parameters d = 2 mm, s  s = (2  2) mm 

3.2. Results and discussion 

Pursuant to the Taguchi theory, the quality of the investigated 
process increases with the increase of the η coefficient. In order 
to illustrate the trend of the signal-to-noise ratio, graphs of the 
main effects, showing the effect of each control factor on the 
response variable, are created. In the described experiment, the H 

determined for the measurement parameters of s  s = (0.25  

0.25) mm and d = 1 mm was adopted as 100% of the process 
quality. The mean values of the main effects can be seen in 
Fig. 4. 

While analysing the graphs (Fig. 4), it can be observed that 
the η value decreases more rapidly for the ball tip diameter than 
for the sampling step. It means that increasing the d parameter 
has a greater impact on the process quality loss, in this case – on 
the loss of the information on the surface profile height. 

 While analysing the η values for the particular combinations 

of the s  s and d parameters (Fig. 5) we can see that we obtain 

a similar process quality loss for some combinations of these 
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parameters. For example, for d = 3 mm and s  s = (0.5  

0.5) mm, the η value is 49.1, while for d = 1 mm and s  s = (1  

1) mm the η value equals 49.7. This means a similar loss of in-
formation about surface irregularities for a smaller number of 

measurement points for d = 1 mm and s  s = (1  1) mm. In this 

case, the numbers of the measurement points are 10,000 and 

2,500, respectively. Similarly, for d = 1 mm and s  s = (2  

2) mm, the value of η = 45.8 is similar to the value of η = 45.1 for 

the combination of d = 3 mm and s  s = (1  1) mm, and to the 

value η = 45.0 for the combination of d = 4 mm and s  s = (0.25 

 0.25) mm. In this case, the numbers of the measurement points 

are 625, 2 500 and 40 000, respectively. 

1 2 3 4 0,25 0,5 1 2

d, mm                                   s, mm

40
41
42
43
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48
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52
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54

η

 

Fig. 4. Mean values of η of main effects 

In the graphs (Fig. 5) it can be observed that changing the 
sampling grid for the constant diameter value of the ball tip for d = 
3 mm and d = 4 mm affects the process quality to a lesser extent 
(with a small increase in η) than in the case of ball tips with d = 
1 mm and d = 2 mm. At the same time, it can be seen that the use 

of the ball with d = 4 mm for all the applied s  s values results in 

an exceptionally low quality of the measurement process. It is 
caused by strong mechanical-geometric filtration of the surface 
irregularities, which indicates that in the measurement practice, in 
geometric accuracy assessment, ball tips of this size shall not be 
used. Using ball tips with d = 2 mm and d = 3 mm yields similar 

process quality for the same s  s values. A significantly better 

measurement process quality is obtained in measurements for 
which the ball tip with d = 1 mm is applied. In connection with the 
above findings, Fig. 6 presents charts illustrating the absolute 

value of the loss of information on the H of surface profile for 

the ball tips with d = 1 mm and d = 2 mm. The estimates of the 
experimental errors are included to show that the differences in 
the control variables are significant (Chapter 2). 

In evaluating the acceptable measurement uncertainty, the 
principle as in the accuracy assessment was adopted. Accuracy 
assessment and machining process are performed according to 
a given geometric specification. Acting in accordance with the 
rules for proving conformity or nonconformity with the specifica-
tions defined in the relevant standards (ISO 14253-1:2014; ISO 
14253-2:2011), and using the charts in Fig. 5 and Fig. 6, it is 
possible to select the optimal combination of sampling parameters 
so that – after including the influence of these parameters in the 
uncertainty budget (Sładek, 2016; ISO/IEC Guide 98-3:2008, 
Uncertainty of measurement – Part 3: Guide to the expression of 
uncertainty in measurement) – the measurement is efficient. In 
industrial applications, the ISO 9000 series of standards for quality 

management systems are used for determining the acceptable 
measurement uncertainty. In some industry sectors, internal 
directives on quality management consisting of an examination of 
the measurement process capability are applied (Sładek, 2016; 
Dietrich and Schulze, 2000). To confirm the capability of the 
measurement process, the measurement uncertainty must be 
known and it must remain within an acceptable relation to the 
corresponding tolerance of a controlled feature of the part under 
question. 
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Fig. 5. Values of η ratio for all combinations of s and d parameters 
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Fig. 6. Loss of information on surface profile height for ball tips with  
 diameters d = 1 mm and d = 2 mm 

Tab. 1. The examples of selected measurement uncertainties  
for various combinations of measurement parameters 
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Measurement 
parameter 

combination 

(*optimal) 

d 

[mm] 

s 

[mm] 

20 2.0 

1.40± 0.41 1.3 1 0.5 

2.22 ± 0.34 1.6 2 0.25 

2.83 ± 0.40 1.9 2 0.5 

3.31 ± 0.02 2.0 1 1 

4.19 ± 0.15 2.6 2 1 

In this study, parameters were sought for efficient mapping 
of the freeform surface of the injection mold with a form tolerance 
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of 0.02 mm. In accordance with the documents mentioned above 
the measurement process may be considered as capable if the 
measurement uncertainty does not exceed 2.0 μm. This means 
that under laboratory conditions, for the form deviation measure-
ment uncertainty of 0.9 μm (Section 3.1), taking into consideration 

theloss resulting from the applied measurement parameters 

and their statistical error (Fig. 6, Tab. 1), as well as statistical error 
of the reference value, the optimal combination of measurement 

parameters to this task is the combination of d = 1 mm and s  s = 

(1  1) mm (the measurement uncertainty in this case amounts to 

2.0 μm for coverage factor equal 2).  

4. CONCLUSIONS 

While taking measurements on CMMs for freeform surfaces 
mapping, the sampling parameters should be rationally selected 
so that the measurement process is efficient – that is, so that it 
makes it possible to map the surface irregularities for the smallest 
possible number of measurement points. In search of the optimal 
combination of the sampling parameters to data acquisition for 
machining error correction, the DOE experimental and statistical 
techniques were applied. The performed optimization experiments 
described in the present paper provided information on the influ-
ence of the coordinate sampling parameters – the d ball tip diame-

ter and the s  s grid size – on the loss of the measurement pro-

cess quality. The loss of information on the height of the surface 
profile, included in the measurement data, was investigated. The 
experiments showed that the ball tip diameter is the parameter 
that affects the results most. Styluses with ball tips of d = 4 mm 
cause such great loss of the process quality that they should not 
be used in surface irregularities mapping. Using the presented 
test results, and with the specified, acceptable contribution of the 
influence of the parameters in the measurement uncertainty 
budget, it is possible to select their optimal combination with 
respect to the geometric specification. In the presented experi-
ment, for the freeform surface of an injection mold with a form 
tolerance of 0,020 mm, the optimal combination of measurement 
parameters, to keep the measurement uncertainty at the accepta-

ble level,  is d = 1 and s  s = (1  1) mm.  
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Abstract: The anti-plane shear deformation problem of a half-space coated by a soft or a stiff thin layer is considered. The two-term  
asymptotic analysis is developed motivated by the scaling for the displacement and stress components obtained from the exact solution  
of a model problem for a shear harmonic load. It is shown that for a rather high contrast in stiffness of the layer and the half-space Winkler-
type behaviour appears for a relatively soft coating, while for a relatively stiff one, the equations of plate shear are valid. For low contrast, 
an alternative approximation is suggested based on the reduced continuity conditions and the fact that the applied load may be transmitted 
to the interface. In case of a stiff layer, a simpler problem for a homogeneous half-space with effective boundary condition is also formulat-
ed, modelling the effect of the coating, while for a relatively soft layer a uniformly valid approximate formula is introduced. 

Key words: Soft/Stiff Thin Coating, Asymptotic, Contrast, Substrate  

1. INTRODUCTION 

Coated structures find numerous applications in modern engi-
neering and technology, including, in particular biological sciences 
and structural mechanics, see e.g. Li et al. (2014), Bose (2017) 
and Pawlowski (2008). The presence of a thin coating layer usual-
ly motivates an asymptotic approach relying on a small geometric 
parameter, see e.g. Ahmad et al. (2011), Kaplunov and Pri-
kazchikov (2017), and Yang (2006). Often, in addition, there is a 
contrast in material parameters of the coating and the half-space, 
hence, the problem could require multiparametric analysis, similar 
to that presented recently by Kaplunov et al. (2016) and Kaplunov 
et al. (2017) for vibrations of strongly inhomogeneous structures. 
In case of a coated half-space, high contrast in stiffness between 
the layer and the substrate implies a second small material pa-
rameter, along with the two limiting cases, corresponding to a 
relatively soft and a relatively stiff coating. The importance of 
these two cases was appreciated within the framework of contact 
problems, see e.g. Alexandrov (2010). A two-parametric asymp-
totic analysis of equilibrium of a 3D half-space coated by a soft 
layer, allowing a variety of scenarios depending on the relation 
between the relative thickness and stiffness, has been carried out 
by Kaplunov et al. (2018). 

In this paper, these results are extended to a problem of anti-
plane shear deformation of a coated elastic half-space. Focusing 
on an anti-plane shear is of interest within linear and nonlinear 
solid mechanics theories, since it allows establishing a mathemat-
ically simpler analysis without loss of physical interpretation, see 
e.g. Horgan (1995). First, we derive the exact solution for anti-
plane deformations caused by a harmonic shear load. Then, 
considering the relative thickness of the layer to be small, and 
supposing a contrast in stiffness of the layer and the half-space, 
we develop a two-parametric asymptotic analysis for an arbitrary 
shear load. While doing it, we rely on the exact solution in order to 

motivate the original scaling of the displacement and stresses, 
required for the asymptotic integration technique, see for more 
detail Aghalovyan (2015), Argatov and Mishuris (2016), and Gold-
enveizer et al. (1993). A classification following from the relation 
between the two asymptotic parameters is established. The re-
sults for the anti-plane displacement and stress components are 
obtained. In particular, we focus on the relation between the shear 
load and the displacement, which results in Winkler-type behav-
iour for a rather soft coating and involves the equations of plate 
shear in case of a soft layer. The derived asymptotic results are 
compared numerically with the exact solution for shear harmonic 
load. 

2. STATEMENT OF THE PROBLEM 

Consider an anti-plane problem of equilibrium for a homoge-
neous linearly elastic isotropic half-space coated by a thin iso-
tropic layer of thickness ℎ, subject to action of a shear force 

𝑃 = 𝑃(𝑥1) at the surface of the coating (𝑥3 = 0), see Fig. 1.  
 

 
Fig. 1. Problem statement 

Throughout the paper, we assume the following: 

 the thickness of the layer ℎ is small compared to a typical 
length scale 𝑎 related to the load variation along the 

coordinate 𝑥1; 
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 there is a contrast in stiffness of the layer and the half-space; 
In view of these assumptions, we introduce a small 

geometrical parameter: 

𝜀 =
ℎ

𝑎
≪ 1, (1) 

and a material parameter: 

𝜇 = {

𝜇−

𝜇+ ,  𝜇− ≤ 𝜇+

𝜇+

𝜇− ,  𝜇+ ≤ 𝜇−
≲ 1, (2) 

where: 𝜇± – shear moduli, with “−” and “+” denoting the layer 
and the half-space, respectively. The first line in (2) corresponds 
to the case of the soft layer, and the second line is for a relatively 
stiff coating. Note, that the non-nontrast case (𝜇 = 1) is also 
included in consideration. The parameters above may be related 
to each other as: 

𝜇 = 𝜀𝛼 ,  𝛼 ≥ 0, (3) 

where for a fixed 𝜀, 𝛼 represents the level of the contrast, i.e. with 
an increase of 𝛼, the contrast in stiffness of the layer and the half-
space becomes more pronounced. 

In this paper, we concentrate on the anti-plane problem as-

suming, therefore, that displacements 𝑢1
± = 𝑢3

± = 0 and 𝑢2
± do 

not depend on 𝑥2. Hence, defining dimensionless variables as: 

𝜉1 =
𝑥1

𝑎
, (4) 

𝜉3
− =

𝑥3

ℎ
,  0 ≤ 𝑥3 ≤ ℎ, 𝜉3

+ =
𝑥3−ℎ

𝑎
,  𝑥3 ≥ ℎ, (5) 

the governing equations for the layer and the half-space are writ-
ten as: 

ℎ

𝑎
𝜎12,1

− + 𝜎23,3
− = 0, 𝜎12

− =
𝜇−

𝑎
𝑢2,1

− ,  𝜎23
− =

𝜇−

ℎ
𝑢2,3

− ,  (6) 

𝜎12,1
+ + 𝜎23,3

+ = 0,  𝜎12
+ =

𝜇+

𝑎
𝑢2,1

+ ,  𝜎23
+ =

𝜇+

𝑎
𝑢2,3

+ ,  (7) 

where: 𝜎12
±  and 𝜎23

±  – Cauchy stresses, and comma indicates 

differentiation. 
The boundary condition, modelling shear load at the surface 

of the layer, and continuity conditions at the interface take the 
form 

𝜎23
− = −𝑃, 𝜉3

− = 0,  (8) 

𝑢2
− = 𝑢2

+,  𝜎23
− = 𝜎23

+ ,  𝜉3
− = 1.  (9) 

We also impose the decay condition for the displacement, i.e. 
𝑢2

+ → 0 as 𝜉3
+ → ∞. 

3. PROBLEM FOR A HARMONIC SHEAR LOAD 

We begin the analysis with investigation of a model problem 
for a shear harmonic force 

𝑃 = 𝐴𝜇− sin 𝜉1,  (10) 

where: 𝐴 – constant amplitude, see Fig. 2. 

 
Fig. 2. Problem for a harmonic surface load 

In this case, the displacemens may be sought as: 

𝑢2
± = 𝑓±(𝜉3

±) sin 𝜉1. (11) 

Substituting (11) into governing equations (6) and (7), we have: 

𝑓−′′(𝜉3
−) − 𝜀2𝑓−(𝜉3

−) = 0,  𝑓+′′
(𝜉3

+) − 𝑓+(𝜉3
+) = 0. (12) 

Taking into account boundary and continuity conditions (8) and 
(9), respectively, the solution of (12) decaying at infinity is written 
as: 

 𝑓−(𝜉3
−) = 𝑐1𝑒𝜀𝜉3

−
+ 𝑐2𝑒−𝜀𝜉3

−
,  𝑓+(𝜉3

+) = 𝑐3𝑒−𝜉3
+

,  (13) 

where: 

𝑐𝑖 =
𝑁𝑖

𝐷
,  𝑖 = 1,2,3, (14) 

with: 

𝑁1 = 𝐴ℎ(𝜇− − 𝜇+),  𝑁2 = 𝐴ℎ𝑒2𝜀(𝜇− + 𝜇+), (15) 

𝑁3 = 2𝐴ℎ𝑒𝜀𝜇−, (16) 

and: 

𝐷 = 𝜀[𝜇−(𝑒2𝜀 − 1) + 𝜇+(𝑒2𝜀 + 1)]. (17) 

Substituting the latter into relations (6) and (7), the stress 
components are found in the form: 

𝜎12
± =

𝜇±

𝑎
𝑓±(𝜉3

±) cos 𝜉1 ,  𝜎23
+ = −

𝜇+

𝑎
𝑓+(𝜉3

+) sin 𝜉1, (18) 

𝜎23
− =

𝜇−

ℎ
𝜀(𝑐1𝑒𝜀𝜉3

−
− 𝑐2𝑒−𝜀𝜉3

−
) sin 𝜉1. (19) 

Then, using (1) and (2), together with (3), we deduce the 
leading order asymptotic behaviour of the displacement and 
stress components obtained above, in terms of a small parameter 
𝜀, for a relatively soft and stiff layer, see Table 1. 

Tab. 1. Asymptotic behaviour of displacements and stresses 

 Soft layer Stiff layer 

𝜶 ≥ 𝟏 𝟎 ≤ 𝜶 ≤ 𝟏 𝜶 ≥ 𝟏 𝟎 ≤ 𝜶 ≤ 𝟏 

𝑢2
− 1 𝜀𝛼−1 𝜀−2 𝜀−𝛼−1 

𝜎12
−  𝜀 𝜀𝛼 𝜀−1 𝜀−𝛼 

𝜎23
−  1 1 1 1 

𝑢2
+ 𝜀𝛼−1 𝜀𝛼−1 𝜀−2 𝜀−𝛼−1 

𝜎12
+  1 1 𝜀𝛼−1 1 

𝜎23
+  1 1 𝜀𝛼−1 1 

Now, we study in more detail the relation between displace-
ment 𝑢2

− at the surface of the coating (𝜉3
− = 0) and prescribed 

load 𝑃 by introducing the coefficient: 

𝑘 =
𝑃

𝑢2
−|

𝜉3
−=0

. (20) 

Note, that this coefficient is constant only for the considered si-
nusoidal load. In general, the relation between displacement 
𝑢2

−|𝜉3
−=0 and load 𝑃 is a function of 𝜉1. In case of a shear har-

monic load (10), it is given by: 

𝑘 =
𝐴𝜇−𝐷

𝑁1+𝑁2
,  (21) 

following from (11), (13)1 and (14). The leading order estimates  
of the coefficient 𝑘 depending on the parameter 𝛼 are presented 
in Table 2. 
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Tab. 2. Leading order of the coefficient 𝑘 for a harmonic shear force  

 𝒌 

Soft layer Stiff layer 

𝛼 > 1 
𝜇−

ℎ
 

𝜇−ℎ

𝑎2
 

𝛼 = 1 
𝜇−𝜇+

ℎ𝜇+ + 𝑎𝜇− 
2𝜇−ℎ

𝑎2
 

0 ≤ 𝛼 < 1 
𝜇+

𝑎
 

𝜇+

𝑎
 

Therefore, at 𝛼 > 1, the coefficient 𝑘 does not depend on the 

material parameter of the half-space 𝜇+, meaning that the defor-
mation of the substrate is neglected. In general, in case of a rather 
soft layer, it may be described as a Winkler-type behaviour, simi-
larily to Kaplunov et al. (2018), while for a stiff layer, taking into 
account the term 𝑎2, it indicates that the plate shear equation 
may be expected as a relation between 𝑢2

− and 𝑃. In the range 

0 ≤ 𝛼 < 1, the relation is entirely affected by the presence of the 
half-space, i.e. the layer may no longer be separated, and the 
original problem for a coated solid should be considered. The 
case 𝛼 = 1 seems to be a transition point, since, for instance, for 
a soft layer, 𝑘 depends on both the material parameters of the 
layer and the half-space, but, at the same time, according to 

assumptions (1), (2) and the relation (3), 
ℎ

𝑎
=

𝜇−

𝜇+ = 𝜀, therefore, it 

may also be written as 𝑘 =
𝜇−

2ℎ
. 

4. ASYMPTOTIC ANALYSIS 

In this section we develop a more general procedure for an 
arbitrary load acting on the surface of the layer, adopting the 
method of direct asymptotic integration of the equations of elastici-
ty. Note that the scaling is motivated by the asymptotic orders 
in Table 1, obtained for a harmonic shear force. 

4.1. Soft layer, 𝜶 ≥ 𝟏  

First, we scale the displacement and stress components ac-
cording to the first column of the Table 1, having for a relatively 
soft layer: 

𝑢2
− = ℎ𝑢2

∗−,  𝜎12
− = 𝜇−𝜀𝜎12

∗−,  𝜎23
− = 𝜇−𝜎23

∗−, (22) 

where the quantities with the asterisk are assumed to be of the 
same asymptotic order. Hence, governing equations (6) become: 

𝜀2𝜎12,1
∗− + 𝜎23,3

∗− = 0, 𝜎12
∗− = 𝑢2,1

∗− ,  𝜎23
∗− = 𝑢2,3

∗− .  (23) 

Similarly, substituting the scaling for the half-space given by: 

𝑢2
+ = ℎ𝜀𝛼−1𝑢2

∗+,  𝜎12
+ = 𝜇−𝜎12

∗+,  𝜎23
+ = 𝜇−𝜎23

∗+,  (24) 

into equations (7), we get: 

𝜎12,1
∗+ + 𝜎23,3

∗+ = 0, 𝜎12
∗+ = 𝑢2,1

∗+ ,  𝜎23
∗+ = 𝑢2,3

∗+ .  (25) 

Here and below, the applied load is scaled as:  

𝑃 = 𝜇−𝑝∗.  (26) 

In what follows, boundary and continuity conditions (8) and (9), 
respectively, may be rewritten as:  

𝜎23
∗− = −𝑝∗,  𝜉3

− = 0,  (27) 

𝑢2
∗− = 𝜀𝛼−1𝑢2

∗+,  𝜎23
∗− = 𝜎23

∗+,  𝜉3
− = 1. (28) 

Next, we expand the displacements and stresses of the layer 
in asymptotic series: 

(

𝑢2
∗−

𝜎12
∗−

𝜎23
∗−

) = (

𝑢2
−(0)

𝜎12
−(0)

𝜎23
−(0)

) + ⋯  .  (29) 

Hence, at leading order we have from (23): 

𝜎23,3
−(0)

= 0, 𝜎12
−(0)

= 𝑢2,1
−(0)

,  𝜎23
−(0)

= 𝑢2,3
−(0)

,  (30) 

subject to boundary conditions at 𝜉3
− = 0 

𝜎23
−(0)

= −𝑝∗.   (31) 

In view of (28)1, 𝑢2
∗− ≫ 𝑢2

∗+ at 𝛼 > 1 while 𝑢2
∗−~𝑢2

∗+ 

at 𝛼 = 1, therefore, the leading order continuity conditions 
at 𝜉3

− = 1 become: 

𝑢2
−(0)

= 0,  𝛼 > 1, 𝑢2
−(0)

= 𝑢2
+(0)

,  𝛼 = 1,    (32) 

𝜎23
−(0)

= 𝜎23
+(0)

. (33) 

From (30)1 and satisfying (31), we obtain: 

𝜎23
−(0)

= −𝑝∗.  (34) 

Then, using (30)3 together with (32), we deduce: 

𝑢2
−(0)

= 𝑝∗(1 − 𝜉3
−),  𝛼 > 1,  (35) 

𝑢2
−(0)

= 𝑝∗(1 − 𝜉3
−) + 𝑢2

+(0)
|

𝜉3
−=1

,  𝛼 = 1.  (36) 

Therefore, as it was discussed above, at 𝜉3
− = 0, the relation 

between displacement and applied load at 𝛼 > 1 is not affected 
by the presence of the substrate, which may be described as 
Winkler-type behaviour, while for 𝛼 = 1 the reaction of the half-

space is involved. The same happens for shear stress 𝜎12
−(0)

, 

for which we have from (30)2, (35) and (36): 

𝜎12
−(0)

=
𝜕𝑝∗

𝜕𝜉1
(1 − 𝜉3

−),  𝛼 > 1,  (37) 

𝜎12
−(0)

=
𝜕𝑝∗

𝜕𝜉1
(1 − 𝜉3

−) +
𝜕𝑢2

+(0)

𝜕𝜉1
|

𝜉3
−=1

,  𝛼 = 1.   (38) 

4.2. Soft layer, 𝟎 ≤ 𝜶 < 𝟏 

Scaling for the layer now takes the form: 

𝑢2
− = ℎ𝜀𝛼−1𝑢2

∗−,  𝜎12
− = 𝜇−𝜀𝛼𝜎12

∗−,  𝜎23
− = 𝜇−𝜎23

∗−,  (39) 

leading to: 

𝜀𝛼+1𝜎12,1
∗− + 𝜎23,3

∗− = 0,  (40) 

𝜎12
∗− = 𝑢2,1

∗− ,  𝜀1−𝛼𝜎23
∗− = 𝑢2,3

∗− .  (41) 

Scaling and equations for the half-space are taken as (24) and 
(25), respectively, with boundary condition (27), whereas the 
continuity conditions become:  

𝑢2
∗− = 𝑢2

∗+,  𝜎23
∗− = 𝜎23

∗+,  𝜉3
− = 1. (42) 
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At leading order, the equations for the layer are: 

𝜎23,3
−(0)

= 0, 𝜎12
−(0)

= 𝑢2,1
−(0)

,  𝑢2,3
−(0)

= 0,  (43) 

subject to boundary condition (31) and the following continuity con-
ditions: 

𝑢2
−(0)

= 𝑢2
+(0)

,  𝜎23
−(0)

= 𝜎23
+(0)

,  𝜉3
− = 1.     (44) 

As above, quantity  𝜎23
−(0)

 is expressed as (34). Then, (43)3 

and (44)1 imply: 

𝑢2
−(0)

= 𝑢2
+(0)

|
𝜉3

−=1
.  (45) 

Finally, (43)2 yields: 

𝜎12
−(0)

=
𝜕𝑢2

+(0)

𝜕𝜉1
|

𝜉3
−=1

.  (46) 

Hence, shear displacement and stress depend only on the de-
formation of the substrate.  

4.3. Stiff layer, 𝜶 ≥ 𝟏  

For a stiff layer, we scale the displacements and stresses ac-
cording to the third column in Table 1: 

𝑢2
− = ℎ𝜀−2𝑢2

∗−,  𝜎12
− = 𝜇−𝜀−1𝜎12

∗−,  𝜎23
− = 𝜇−𝜎23

∗−, (47) 

which implies: 

𝜎12,1
∗− + 𝜎23,3

∗− = 0, 𝜎12
∗− = 𝑢2,1

∗− ,  𝜀2𝜎23
∗− = 𝑢2,3

∗− .  (48) 

Scaling for the half-space is taken as: 

𝑢2
+ = ℎ𝜀−2𝑢2

∗+, (49) 

𝜎12
+ = 𝜇−𝜀𝛼−1𝜎12

∗+,  𝜎23
+ = 𝜇−𝜀𝛼−1𝜎23

∗+,  (50) 

which, substituted into (7), gives (25). Boundary condition, again, 
is expressed as (27), whereas the continuity conditions are: 

𝑢2
∗− = 𝑢2

∗+,  𝜎23
∗− = 𝜀𝛼−1𝜎23

∗+,  𝜉3
− = 1. (51) 

At leading order for the layer we have: 

𝜎12,1
−(0)

+ 𝜎23,3
−(0)

= 0, 𝜎12
−(0)

= 𝑢2,1
−(0)

,  𝑢2,3
−(0)

= 0,  (52) 

with boundary condition (31). Taking into account (51)2, i.e. 
𝜎23

∗− ≫ 𝜎23
∗+ at 𝛼 > 1, and 𝜎23

∗−~𝜎23
∗+ at 𝛼 = 1, the continuity 

conditions at  𝜉3
− = 1 are: 

𝑢2
−(0)

= 𝑢2
+(0)

, (53) 

𝜎23
−(0)

= 0,  𝛼 > 1,  𝜎23
−(0)

= 𝜎23
+(0)

,  𝛼 = 1. (54) 

From (52)3 we have: 

𝑢2
−(0)

= 𝑉,  (55) 

where: 𝑉 = 𝑉(𝜉1), i.e. displacement 𝑢2
−(0)

 is constant across 

the thickness of the layer, giving the function 𝑉, which may be 
denoted as a shear of the coating. Next, we deduce from (52)2:  

𝜎12
−(0)

=
𝜕𝑉

𝜕𝜉1
.  (56) 

Using (52)1 and satisfying boundary condition (31), we obtain: 

𝜎23
−(0)

= −
𝜕2𝑉

𝜕𝜉1
2 𝜉3

− − 𝑝∗.  (57) 

Finally, from continuity conditions (54), we have: 

𝜕2𝑉

𝜕𝜉1
2 = −𝑝∗,  𝛼 > 1,  (58) 

𝜕2𝑉

𝜕𝜉1
2 = −𝑝∗ − 𝜎23

+(0)
|

𝜉3
−=1

,  𝛼 = 1,    (59) 

which are in fact the equations of plate shear, with the substrate 
reaction equal to 0 at 𝛼 > 1. 

4.4. Stiff layer, 𝟎 ≤ 𝜶 < 𝟏 

In this case, the scaling for the layer is given by: 

𝑢2
− = ℎ𝜀−𝛼−1𝑢2

∗−,  𝜎12
− = 𝜇−𝜀−𝛼𝜎12

∗−,  𝜎23
− = 𝜇−𝜎23

∗−, (60) 

with the governing equations: 

𝜀1−𝛼𝜎12,1
∗− + 𝜎23,3

∗− = 0, (61) 

𝜎12
∗− = 𝑢2,1

∗− ,  𝜀𝛼+1𝜎23
∗− = 𝑢2,3

∗− .  (62) 

Scaling for the half-space is: 

𝑢2
+ = ℎ𝜀−𝛼−1𝑢2

∗+,  𝜎12
+ = 𝜇−𝜎12

∗+,  𝜎23
+ = 𝜇−𝜎23

∗+,  (63) 

with equations (25). Boundary and continuity conditions are taken 
as (27) and (42).  

The leading order equations and results are the same as in 
Subsection 4.2.  

5. NUMERICAL COMPARISON OF THE ASYMPTOTIC 
RESULTS WITH THE EXACT SOLUTION 

In this section the derived asymptotic results are tested by 
comparison with the exact solution of a problem for harmonic load 
(10) applied at the surface of the layer 𝑥3 = 0. In doing so, we 
study the coefficient 𝑘 introduced in (20). 

For the exact solution, coefficient 𝑘 follows from (21). 
For the asymptotic results, in case of a soft layer, we use rela-

tions (35) and (36) for 𝛼 > 1 and 𝛼 = 1, respectively, and (45) 

for 0 ≤ 𝛼 < 1. Shear stress 𝜎23
−(0)

 is uniform across the thick-

ness of the layer, see (34), and may be transmitted to the inter-
face, therefore, the value of the interfacial displacement 

𝑢2
+(0)

|
𝜉3

−=1
, due to continuity conditions (33) and (42)2, may be 

found from a simpler problem for a homogeneous half-space with 
𝜎23

+ = −𝑃. Its solution for harmonic load (10) is presented as 
Case 1 in Appendix. 

In order to derive 𝑘 for a hard layer, we solve plate shear 

equation (58) for 𝛼 > 1 and (59) for 𝛼 = 1. For the latter case, 
taking into account continuity condition (53), the deflection of the 
layer, see (55), may be again derived from a problem for a half-

space with  𝜎23
+ = −𝑃 −

𝜇+

𝑎

𝜕2𝑢2
+

𝜕𝜉1
2 |

𝜉3
+=0

 (Case 2 in Appendix for 

harmonic load). The case 0 ≤ 𝛼 < 1 is identical to one for a soft 
layer. 

As a result, asymptotic formulae for the coefficient 𝑘 coincide 
with leading order exact solution presented in Table 2.  

As an illustration, we plot the dimensionless coefficient 

𝑘∗ =
ℎ

𝜇− 𝑘,  (64) 

in Fig. 3 and 4 for a soft and a stiff layer, respectively, with 
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𝛼 = log𝜀 𝜇, Poisson’s ratios 𝜈− = 0.25 and 𝜈+ = 0.3, and 
𝜀 = 0.1. Here, blue solid lines correspond to the exact solution, 
dashed and dot-dashed lines display the asymptotic approxima-
tions at 𝛼 > 1 (formula (35) in case of a soft coating and (58) for 
a stiff one) and 0 ≤ 𝛼 < 1 (formula (45) valid for both soft and 
stiff layers), respectively, which have limited ranges of applicabil-
ity. For a soft coating, case 𝛼 = 1 gives two-term approximation 
(36), which appears to be uniformly valid over the whole range of 
parameter 𝛼, and the associated curve, denoted by red dots in 
Fig. 3, is very close to the exact solution. As for a stiff layer, ap-
proximation at 𝛼 = 1, represented by formula (59), is a limiting 
case, displayed by the blue dot in Fig. 4, being valid only for this 
particular value of 𝛼, therefore there is no uniformly valid approx-
imation. We can, however, match the derived approximations 
through 

𝑘̃∗ = 𝑘∗
0𝑒−

𝛼

𝑏 + 𝑘∗
∞ (1 − 𝑒−

𝛼

𝑏),                                              (65) 

where: 𝑘∗
0 and 𝑘∗

∞ – dimensionless coefficients for approxi-
mations at 𝛼 = 0 and 𝛼 > 1, respectively, and 𝑏 can be found 
using the value of 𝑘∗ at 𝛼 = 1. For harmonic load (10), 𝑏 ≈
0.455, and the related curve is plotted with red dots in Fig. 4. 

 

 
Fig. 3. Asymptotic and exact solution for harmonic load for a soft coating 

 

Fig. 4. Asymptotic and exact solution for harmonic load for a stiff coating 

6. CONCLUDING REMARKS 

A full two-parametric asymptotic analysis (in 𝜀 and 𝜇) of the 
anti-plane shear deformation problem of a coated half-space  

is developed. It is demonstrated that in case of a relatively soft 
layer for a rather high contrast (𝛼 > 1), the deformation of the 
substrate can be neglected, which leads to Winkler-type behav-
iour. In a similar situation for a relatively stiff coating (𝛼 ≥ 1), we 
arrive at equations of plate shear. At the same time, in the 
intermediate range of contrast in stiffness considered in Sections 
4.2 and 4.4, the layer deformation is strongly affected by the 
presence of the substrate. In this case, shear deformation may be 
found from a simpler problem for a half-space. The latter, together 
with a Winkler-type behaviour term, result in two-term asymptotic 
formula (36) uniformly valid over the whole range of material 
parameter for a relatively soft layer. For a stiff coating, when the 
geometrical and material parameters are of the same order 
(𝛼 = 1), it is also possible to reduce the original problem for  
a coated solid to a problem for a homogeneous half-space with 
effective boundary conditions at the surface.  

The obtained solution is also of importance for problems of 
delamination between the thin coating and the substrate, especial-
ly in tribological context, see e.g. Goryacheva and Torskaya 
(2010),  Holmberg et al. (2009) and  Jiang et al. (2010).  

In addition, we mention related problems for the imperfect 
transmission conditions, see Mishuris (2003, 2004) and Mishuris 
and Öchsner (2005). Note that such asymptotically evaluated 
simplified conditions can be verified numerically with FEM analy-
sis, see e.g. Mishuris et al. (2005),  Mishuris and Öchsner (2007). 
This is of crucial importance as accurate mathematical proof may 
not always be available. On the other hand, such conditions fail 
near singular points (crack tip, edges), but still may be valuable for 
physical applications in fracture mechanics, see Mishuris (1999, 
2001).  

We also note related problems on homogenization of high-
contrast periodic structures, see e.g. Cherdantsev and Chered-
nichenko (2012), Figotin and Kuchment (1998), Kaplunov and 
Nobili (2017), and Smyshlyaev (2009). 

APPENDIX 

Consider a homogeneous elastic half-space (𝜉3
+ ≥ 0) subject 

to the boundary conditions presented in Table 3. 

Tab. 3. Summary for a homogeneous half-space with various cases  
             of boundary conditions 

 Case 1 Case 2 

Boundary conditions 

𝜎23
+  −𝐴𝜇− sin 𝜉1 −𝐴𝜇− sin 𝜉1 −

𝜇+

𝑎

𝜕2𝑢2
+

𝜕𝜉1
2 |

𝜉3
+=0

 

Coefficient in (13) 

𝑐3 
𝐴𝑎𝜇−

𝜇+  
𝐴𝑎𝜇−

2𝜇+  

Displacements and stresses at the surface 

𝑢2
+ 

𝐴𝑎𝜇− sin 𝜉1

𝜇+  
𝐴𝑎𝜇− sin 𝜉1

2𝜇+  

𝜎12
+  𝐴𝜇− cos 𝜉1 

𝐴𝜇− cos 𝜉1

2
 

𝜎23
+  −𝐴𝜇− sin 𝜉1 −

𝐴𝜇− sin 𝜉1

2
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The equations of the formulated problem and the solution are 
given by (7) and (11) with functions (13)2, where the values of the 
coefficient 𝑐3, corresponding to the related case of the applied 
boundary conditions, are also presented in Table 3, together with 
the displacement and stress components at the surface 𝜉3

+ = 0.  
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Abstract: In this paper, a novel fuel-injection mechatronic control method and system for direct injection (DI) internal combustion engines 
(ICE) is proposed. This method and system is based on the energy saving in a capacitance using DC-DC converter, giving a very fast  
ON state of the fuel injectors’ electro-magnetic fluidical valves without an application of the initial load current. A fuel-injection controller  
for the DI ICEs that provides a very short rising time of an electromagnet-winding current in an initial ON state of the fuel-injector’s  
electromagnetic fluidical valves, which improves a fuel-injection controller reliability and simplify its construction, is presented. Due  
to a number of advantages of afore -mentioned fuel-injection mechatronic control method and system, it may be utilised for the DI ICEs 
with fuel injectors dedicated to all types of liquid and/or gas fuels, for example, gasoline, diesel-oil, alkohol, LPG and NPG.  

Key words:  Direct Injection, Internal Combustion Engine, Fuel Injection, Injection Control System

1. INTRODUCTION 

Currently on automotive market, more and more automotive 
vehicles use internal combustion engines (ICE) with a spark-
ignition and direct-fuel injection. The idea for directly injection 
consists in forming the mixture directly in a combustion chamber.  
To achieve this, the electromagnetic fuel injector (EFI) is placed  
in the combustion chamber and by an intake fluidical valve is flow 
only an air.  

A special injection mechano-hydraulical (M-H) pump gener-
ates the fuel injection at high pressure (5 to 12 MPa). The task  
of the fuel injector is dosing and spraying of a fuel into the small-
est particles to provide an adequate mixing of the fuel and air  
in a specific area of the combustion chamber. After activation  
of an electromagnet of the EFI by an appropriate current pulse, 
the fuel is injected into the combustion chamber due to the pres-
sure difference inside and outside fuel injector.  

The idea of direct injection (DI) of a gasoline is quite old 
(Bosch 2014, Zhao 2016), but mass production took place only 
since 1995 with the introduction of ICEs with the gasoline direct 
injection (GDI) by Mitsubishi. 

 Electronically controlled fuel injection is currently used more 
widely, both in ICEs with the spark ignition with different markings 
of the supply system (GDI, FSI, IDE, HPI, JTS, etc.), as well  
as – Diesel ICEs (HDI, JTD, CDI, DCI, TDI etc.).  

EFIs for ICEs with the direct fuel injection need to convey the 
current pulse with the proper value of the instantaneous power  
to the winding of the fuel injection electromagnet in the initial 
phase of fuel injection’s opening, due to the operation to be per-
formed by moving the needle fuel injector with a specific mass in a 
relatively short ON state (Achleitner et al., 2007; Husted et al., 
2014). 

The purpose of this article is to present a new method of con-
trol and powering of the injector of the direct injection system, 
which uses the energy stored in the additional capacitor to fast 
force the winding current, and does not need to be taken into 
account when controlling the so-called "initial load phase" time 
(Fig. 2).  

The paper presents the results of electric current measure-
ments of the injector during experimental tests. 

1.1. A fuel injecttion mechatronic control for direct-injection  
internal combustion engines 

In conventional fuel-injection mechatronic control, the micro-
controller generates the control voltage for the solenoid coil of the 
EFI equals 60 - 90 V that is necessary to activate the EFIs of ICEs 
with the direct fuel injection. The internal structure of the EFI  
is shown in Fig. 1. 

The control voltage is so high so as to minimize a response 
time of the EFI’s mechatronic-control signal and get a short time 
of the fuel injection, which should be less than time of the fuel 
injection for ICEs with the fuel injection into the intake manifold 
(Fig. 2).  

1.2. An initial load phase  

The winding of the fuel-injector’s electromagnet is powered  
by a pulse-width-modulated (PWM) voltage of value equals  
12 – 14 V, in order to stabilize the current value of about 1 A. 

An initial load phase prepares the gasoline fuel injector fuel  
to open in a short time, through the initial activation of the fuel 

mailto:pmtutaj@cyf-kr.edu.pl
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injector (approx. 1.5 ms before the beginning of opening of the 
EFI) to generate the initial value of the EFI’s electromagnet-
winding current.  

The EFI’s solenoid coil consists of an electrical circuit RL, and 
therefore a presence of the inductance L (several mH) in de-
pending on the type of the EFI and its resistance R (0.5-2 Ω) 
causes that at the EFI’s solenoid-coil supply voltage of a constant 
value, the current rises from zero to a steady-state value limited 
by the resistance R of the EFI’s solenoid coil.  

The initial load phase allows bringing faster floating of the 
EFI’s needle during opening of the electromagnetic fluidical valve 
by the primary saving of an electrical energy in the inductance. 

 
Fig. 1. Electromagnetic fuel injector (Bosch, 2014). 

 
Fig. 2. Waveforms of the fuel-injector's current and voltage: A - initial load 

phase: B - excitation phase; C - hold-up phase; D - initial load 
current; F - excitation current; E - hold-up current 

1.3. An excitation phase  

An excitation phase is for causing a rapid increase of the EFI’s 
needle by temporarily increasing the current flowing through the 
fuel-injector’s solenoid coil. The EFI’s electromagnet winding  
is supplied on a following ways: by means of an electrical valve 
(electronic switch) that for a short time commutate the voltage  

of about 80-90 V, which increases the winding’s current to an 
instantaneous value of about 11-12 A. Afterwards, the EFI’s sole-
noid coil is switched to the voltage of 12-14 V, and causes  
a decrease in the forcing current impulse. It should be noted that 
the relatively high current flows only for a very short time of about 
0.5 ms without any causing any thermal overload of the electro-
magnet’s winding.  

The high instantaneous value of the power-pulse control will 
cause decreasing of the opening time of the EFI. The width of the 
voltage pulse (the voltage wave-form of the EFI’s electromagnet 
solenoid coil supply in Fig. 1) must be controlled with high accura-
cy, because even a small change in the duration of the voltage 
strongly influences the instantaneous value of the electro-magnet-
winding current. 

1.4. A holding-up phase 

Holding-up phase allows you to continue a power supply 
(opening of the EFI), limiting the saved electrical energy needed 
to held the EFI’s needle in the open position by a few milli-
seconds, depending on the required fuel dose. The EFI’s solenoid 
coil is supplied as follows: with the PWM controlled voltage of 
about 12-14 V; and the current of about 2.5-3 A.  The duration of 
the holding phase (1-5 ms) determines the size of the dose of fuel 
injected into the combustion chamber of the ICE. Loss of current 
pulse closes the EFI. 

The above-described method for controlling fuel injectors for 
DI ICEs by many car manufacturers has significant drawbacks. 
The use of an initial-load-phase’s current pulse (the prediction 
pulse opening the fuel injector) causes as well an additional fuel-
injector’s thermal load – an additional heating of the windings of 
the electromagnet coil during the initial-load phase of the EFI’s 
opening, as troublesome fuel-dose control. Because the synchro-
nization pulses control of fuel injectors should take into account 
the additional lead time of the initial-load phase and convert a 
position angle of the crankshaft), for the EFI’s opening at a prede-
termined angular position of the crankshaft of the ICE.  

A second shortcoming of this control method is a disadvanta-
geous shape of the current pulse in the electromagnet winding of 
the fuel-injector during an excitation phase (Fig. 2).  

The shape of the current pulse in the excitation-phase control 
like a ‘peak’ that results in generation of harmonics with higher 
frequencies and increasing of larger eddy-current losses in a mag-
netic circuit of the EFI. The exact stabilization of the excitation-
phase duration due to the fact that in the case of un-controlled 
extension of this impulse may be destroyed the EFI (the electro-
magnet-winding current - resulting from the higher supply voltage 
of 80-90 V and lower impedance could be achieved in the long run 
value of tens of amperes). 

2. A NEW METHOD AND FUEL MECHATRONIC CONTROL 
SYSTEM FOR DIRECT-INJECTION INTERNAL 
COMBUSTION ENGINES  

In Fig. 3 is shown a fuel-injection mechatronic control system 
for DI ICEs that is based on an electrical energy accumulation  
in a capacitor and fast transfer of the power to the EFI’s electro-
magnet solenoid coil. 
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Fig. 3. Schematic diagram of the fuel-injector controller for DI ICEs 

The capacitor C2 collects electricity using the diode D3  
is charged from the output voltage 12/300 V of the DC-DC con-
verter. With the emergence of the input control pulse  
is actuated at once the thyristor Ty1 and isolated-gate bipolar 
transistor (IGBT) T3. The energy stored in the capacitor C2  
is in a very short period of time transferred to the additional in-
ductance L1 and the fuel-injector’s electromagnet winding. After 
discharging the capacitor C2, a function to maintain the current  
of the EFI’s electromagnet through the IGBT T3 by means of the 
two-terminal circuit consisting of the high-voltage pulse diode D1 
(400 V, 5 A), and  additional resistor R6. A value of the resistor R6 

determines a value of the holding current (Fig. 3). Since the ener-
gy stored in the capacitor C2 depends only on the output voltage 
of the DC-DC converter and its capacitance, and therefore the 
value of this energy can be easily stabilized and the EFI is pro-
tected from damage even in the case of a wrong control pulse 
appearance (e.g. due to interference). After an exchange of ener-
gy between the capacitor C2 and the EFI’s electromagnet winding 
Rw, Lw during the holding-up phase, the commutation system 
consisting of components: L1, R6, D1, T3, holds up the current in 
the EFI’s electromagnet winding. Very fast exchange of energy 
between the capacitor C2 and the additional inductance L1 and 
EFI’s electromagnet winding Lw, Rw lasts approximately 0.3 ms 
(instead of approx. 0.5 ms in a conventional fuel-injection control 
system). It means that there is no need for an initial-load-phase 
pulse of the EFI, which simplifies the control and reduces heat 
losses in the EFI’s electromagnet winding (no initial-load-phase 
current of approx. 1 (A) during approximately 1.5 (ms). An addi-
tional advantage (in addition to faster opening of the EFI) is pref-
erable to form of a forcing pulse shape, which reduces the losses 
in the magnetic circuit of the EFI. The schematic diagram of the 
12V / 250-300V DC-DC converter is shown in Fig. 4. 
 

 
Fig. 4. Circuit diagram of the 12V / 250-300V DC-DC converter 

An auxiliary voltage of 250 - 300 V is generated by the DC-DC 
converter with a feedback loop to stabilize the output voltage 
using the application specified integrated circuit (ASIC) type 
SG3525.  

2.1. Mathematical model of the pressure dynamics 

In this paper, we exercise a mathematical model describing 

the pressure dynamics in the common rail (CR) rail that is project-
ed and experimentally validated in di Gaeta et al. (2009, 2011, 
2012). This mathematical model depicts the electrical dynamics  
of the EFI (fluidical valve), ignoring the effects owing to the move-
ment of its plunger (i.e. inductance variations and back-
electromotive force), and the actuation circuit utilized to drive the 
EFI fluidical valve) as well. According with this alternative the 
pressure, say p(t) bar, in the CR depends on the mechano-
hydraulical (M-H) pump rotational speed and EFI current i(A), and 
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it can be de-composed into two components, namely the mean 
pressure term, say pa(t), and the residual pressure, p(t), relating 
the ripple around the mean value. The CR dynamical system 
is then given by: 

𝑑𝑖

𝑑𝑡
=

𝑅

𝐿
𝑖 +

𝑉𝑏

𝐿
(

𝑎𝛿(𝑡)+𝑏

100
) ,                           (1a) 

𝑝𝑎(𝑡) = 𝑐(𝑁)𝑖 + 𝑑(𝑁),                                                         (1b) 

𝑝(𝑡) = 𝑝𝑎(𝑡) + 𝜂(𝑡),                                                             (1c) 

where: δ (%) is the duty cycle expressed in percentage terms  
of the PWM signal used to actuate the EFI hydraulical valve,  
a and b are parameters of the EFI actuation circuit, L (H) and  
R (Ω) are the EFI (hydraulical valve) inductance and the electric 
resistance of solenoid coil, respectively, whereas 𝑉𝑏 (V) is the 
chemo-electrical (CH-E) storage battery voltage supplying the 
power circuit and N (rpm) is the rotational speed of the M-H pump 
that is equal to N + Nc/2 with Nc  being the ICE rotational speed. 

 The terms c(N) and d(N) in (1) depend on the M-H pump  
 rotational speed N and have to be experimentally identified.  
According to the approach in di Gaeta et al. (2009), we mathema-
tically model them as third-order polynomials of the form: 

𝑐(𝑁) = ∑ 𝑐𝑘 (
𝑁

103)
𝑘

3
𝑘=0 , 𝑑(𝑁 = ∑ 𝑑𝑘 (

𝑁

103)
𝑘

3
𝑘=0 .                (2) 

2.2. GDI injector’s mathematical model 

Since for the design of basic automotive control loops, namely 
air-to-fuel ratio (AFR) control, the control variable to be designed 
is the mass of fuel to be injected, a relation between this control 
variable and the time of injection is essential for the integration  
of the CR in the entire ICE control system (Gupta  et al., 2011; 
Jiangjian et al., 2007; Tang et al., 2009; Yan and Wang, 2011). 

In this paper, we advise and validate by means of experi-
mental data a simple but effective static mathematical model for 
the injected mass that obtains the following mathematical struc-
ture: 

𝑚𝑖𝑛𝑗 = 𝑇𝑖𝑛𝑗  𝑟1 √∆𝑃 + (𝑞1∆𝑃 + 𝑞0),                 (3) 

where: 𝑚𝑖𝑛𝑗  (mg) is the actual injected fuel mass, 𝑟1, 𝑞0 and 𝑞1 

are the mathematical model parameters to be tuned via experi-
ments while ∆𝑃 (bar) is the pressure difference between the 
upstream EFI (rail pressure) and the downstream EFI (ambient 
pressure during tests). 

Once the mathematical model of the injected fuel mass (Eq. 3) 
is available, the inverse relation describing the injection calibrated 
time as a function of a desired fuel mass is: 

𝑇𝑖𝑛𝑗 =
𝑚𝑑−𝑞1∆𝑃−𝑞0

𝑟1 √∆𝑃
,                               (4) 

where: 𝑚𝑑 (mg) is the demanded fuel mass to be sprayed into 
ICE cylinder at the injection pressure ΔP determined by the AFR 
control duty (Corno et al., 2008; Gaeta et al., 2012). 

3. THE MEASUREMENT WAVEFORMS  
OF THE FUEL-INJECTOR'S CURRENT PULSES  

In Fig. 5 are shown waveforms of the current pulses for DI IC-
Es of fuel for two cases of the fuel-dose control. 

In waveforms can be observed a very short forcing-current-

pulse rise time to peak value of approx. 11 A, without the use 
initial-load phase and the ability to obtain short time of opening  
of the EFI. 

      
        a)                    b) 

Fig. 5. Waveforms of the fuel-injector's current pulses for DI ICEs of fuel        
for two cases of the fuel-dose control: a) a small amount of fuel,  
b) a large amount of fuel 

4. CONCLUSION 

In the paper the fuel-injection mechatronic controller for DI 
ICEs that provides a very short rise time of the EFI’s electro-
magnet solenoid coil current in the excitation phase of opening 
without the use of initial-load phase, which improves the reliability 
of the electronic driver and simplifies its construction, is present-
ed. 

Thanks to the numerous advantages of the above-described 
fuel-injection mechatronic control system and method for control-
ling the fuel injection can be utilized for DI ICEs with the EFIs 
suitable for different liquid and/or gas fuels, for example, gasoline, 
diesel-oil, alcohol, methane, liquefied petroleum gas (LPG) and so 
on. 
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Abstract: In the article the method of grinding with crossed axes of the tool and the workpiece got further developed. The work discloses  
a method of processing details having an external surface with a profile in the form of an arc of a circle of variable radius (for example, rolls 
of pipe rolling mills). The particular three-dimensional geometric models of the processing, shaping and profiling of abrasive wheels have 
been developed. A method for controlling the grinding process, which ensures the removal of allowances along equidistant curves  
has been offered. The developed method of grinding provides a constant depth of cutting according to the coordinate of profile processing. 
This is achieved at the expense of the synchronous inclination of the wheel and its insertion by the size of the allowance. The diameter  
of grinding wheel affects on the maximum angle of orientation of the wheel has been proven. It has been shown that increasing  
the diameter of the abrasive wheel has led to a slight decrease in value orientation angle. 

Key words: Circular Trough, Grinding, Equidistant Curves, Cutting Edge, Abrasive Surface, Abrasive Materials, Crossed Axes,  
                     Abrasive Wheel, Orientation Angle, Grinding Performance 

1. INTRODUCTION 

Details having the shape as bodies of rotation with a profile  
in the form of a circular arc or spiral surface are widespread  
in modern engineering. As examples of the ring bearings, spin-
dles, rollers of the tube mills, the mandrel cold rolling tubes. To 
working surfaces of these details there are high demands on the 
geometrical accuracy and surface quality (Grabchenko et al., 
2016). Finishing profiles of these details are carried by grinding. 

The most efficient method of grinding surfaces of rotation with 
a profile in the form of a circular arc shaping is by copying. This 
method is characterized by high efficiency and simplicity of shap-
ing movements. But this method has several disadvantages: 

 Uneven specific load and thickness of the cutting layer along 
the profile of the abrasive tool, which results in uneven wear 
(Abidi et al., 2013; Anderson et al., 2011); 

 Variable processing capacity in the process of infeed, 
maximum value of filing per rotation is determined at the time 
of forming the center point of the profile (Cong Sun et al., 
2018); 

 The temperature at the area of processing edge portions  
of part profile is a limiting factor, because the ratio of the 
thickness of the cutting layer az to the radius of cutting edge ρ 
does not exceed 0.1, which leads to increased friction. For 
example, when processing the bearing rings, the edge 
portions of the profile have a large inclination with respect  
to the rotation axis of a detail, for them, the contact arc  
at processing is more than the initial arc. Contact is carried 
throughout the profile length (Peng et al., 2016; Kalchenko  
et al., 2016); 

 infeed length 𝑙 = 𝛿/𝑐𝑜𝑠𝜃𝑚𝑎𝑥  greater than allowance for 
processing 𝛿 and depends on the maximum angle of ascent 

profile forming 𝜃𝑚𝑎𝑥  (Tian et al., 2015). 
Using method-oriented processing tool which further changes 

the angular orientation relative to the detail, can eliminate these 
shortcomings. Material removal is done by lateral movement of 
the wheel and its rotation in the plane in which the axis of wheel 
rotation and detail are located. 

Consider the process of form-building processing roll rolling 
for manufacturing thin-walled seamless tubes, which has a profile 
in the form of a circle arc and requires high geometric accuracy 
and quality of processing. 

Thin-walled seamless tubes are made by cold rolling at tube 
mills. In order to get high quality tubes it has to be ensured with 
high accuracy of form-building elements of states. The basic 
elements – is a tube-roll which has an annular trough, which forms 
a tube directly. The working part of the trough consists  
of a pressing area and a calibrating area. The tube is deformed on 
pressing area, which has a variable profile (Stepien, 2009; Kal-
pana, Arunachalam. 2018). The calibration roll trough section has 
a constant radius of a form-building surface. No matter what area 
is that, the center of trough profile has a constant radius centered 
on the axis of the roll rotation (Grabchenko et al., 2016). 

Finishing roll trough is performed by grinding. Rolls are made 
of alloy tool steel and tempering to the hardness of HRC 58-62. 
To produce high-quality thin-walled tubes, trough profile deviation 
on calibrating area should be within 0,01-0,03 mm and roughness 
should be Ra 0,63-0,32 μm. The allowance for final polishing 
should not exceed 0.3-0.5 mm (Grabchenko et al., 2016). 
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At the present stage for processing of variable troughs profile 
mainly are used two basic techniques: rounding and touch. 

 For grinding by a method of rounding the processing is per-
formed by grinding wheel that has a profile in a shape of arc of a 
grinding wheel, which center moves on equidistance to the profile. 
The shaping occurs with parallel axis of the roll and grinding 
wheel which lies in one plane. The main disadvantage of this 
method is the shaping of the contact point of the grinding wheel 
and workpiece, which significantly reduces the processing perfor-
mance. This method of processing is implemented on grinding 
machines.  

The method of the touch is realized by using special construc-
tions of machines that allow the tool to rotate around a vertical 
axis. The radius of axial profile of grinding wheel is equal to the 
radius of calibration area of trough. Therefore, the shaping of this 
area is carried out by a method of copying with a contact line, 
which increases productivity and the quality finishes. The shape 
crimping area that has a variable trough profile is carried out by 
rounding point of a contact, which reduces the performance com-
pared to processing trough with a constant radius of the profile 
(Grabchenko et al., 2016; Li, Axinte 2016). 

The analysis of existing methods showed that at this stage 
there is no way for grinding rolls with a variable profile which 
would allow the process by copying not only the calibrating area 
which has a constant radius of a profile but also crimping.  

All these ways of grinding trough variable profile are carried 
out within two operations. This leads to the formation of the transi-
tion that reduces the quality of a shaping tube. This error specifi-
cally impacts the roll at the calibration area. 

Thus, the aim of this work is to develop a method of grinding, 
which increases the accuracy of the roll shaping and processing 
performance through the use of a method of copying on crimping 
and calibration trough sections with a linear contact of instrument 
and workpiece. It is necessary to develop modular 3D models of 
profiling of abrasive grinding wheel, shaping and removal allow-
ance that provide the processing by the equidistant curves. 

2. DEVELOPMENT OF THE TROUGH MODEL 

The mathematical description of nominal workpiece surface 
can be performed by spherical module: 

𝑟𝑤 = 𝑆𝜃∙𝑦𝑤∙𝜑𝑤∙𝑦𝑝

𝑤 ∙ 𝑒−4,                         (1) 

where: rw – is the radius vector of the surface of the ring trough 
with variable profile of rolling roll; Sθ∙yw∙φw∙yp

w  –  spherical module 

is a matrix of switching from the starting point in a coordinate 

system of the workpiece; e−4 = (0,0,0,1)T – radius vector of 
starting point (Grabchenko et al., 2016; Kacalak et al., 2013, 
Kacalak W., Budniak Z., 2015; Uhlmann et al., 2016). 

Spherical module of workpiece is a product of one-coordinate 
matrix M2 - moves along the axis OY, M6 and M4 - turns about OZ 
and OX axes, respectively: 

𝑆𝜃∙𝑦𝑤∙𝜑𝑤∙𝑦𝑝

𝑤 = 𝑀6(𝜃𝑤) ∙ 𝑀2(𝑦𝑤) ∙ 𝑀4(𝜑𝑤) ∙ 𝑀2(𝑦𝑝), 

where 𝜃𝑤 – is the angle of rotation around the axis of the work-
piece rotation (Fig. 2); 𝑦𝑤 – is the distance from the center of the 

profile to the axis of the workpiece rotation; 𝜑𝑤 – is the angle of 

rotation around the axis of OX; 𝑦𝑝 = 𝜌 – is the radius profile of 

the workpiece. Parameters of the matrices 𝑦𝑤 , 𝜑𝑤 , 𝑦𝑝 for press-

ing section of the roll are variables and the functions of the inde-

pendent parameter 𝜃𝑤. On the calibration area, where profile is 
unchanged, they become constant.  

M2(𝑦𝑤)=(

1 0 0 0
0 1 0 𝑦𝑤

0 0 1 0
0 0 0 1

),M2(𝑦𝑝)=(

1 0 0 0
0 1 0 𝑦𝑝

0 0 1 0
0 0 0 1

),  

M4(𝜑𝑤)=(

1 0 0 0
0 𝑐𝑜𝑠𝜑𝑤 −𝑠𝑖𝑛𝜑𝑤 0
0 𝑠𝑖𝑛𝜑𝑤 𝑐𝑜𝑠𝜑𝑤 0
0 0 0 1

), 

M6(𝜃𝑤)=(

𝑐𝑜𝑠𝜃𝑤 −𝑠𝑖𝑛𝜃𝑤 0 0
𝑠𝑖𝑛𝜃𝑤 𝑐𝑜𝑠𝜃𝑤 0 0

0 0 1 0
0 0 0 1

). 

The calculation of the models (1) in the MathCAD allowed to 
simulate graphic representation of a trough which is a subject to 
processing. Initial data of processing: trough diameter Dw = 2Rw = 
80 mm, radius of the profile on the calibrating area ρ = 12 mm, 
tolerance 0.02 mm, sector angle ξ = 140º, difference of the radii 
on the crimping area is ΔR = 2.5 mm, surface roughness Ra = 
1.25 microns, the material of workpiece - alloy steel, hardness 
HRC = 58 ... 62, allowance for processing 0.4 mm. The parame-
ters of the grinding wheel: diameter 150 mm, grain 40, bunch of 
ceramic. 

The tool radius vector in a modular kind is described through 
the form of details and transition matrix: 

𝑟𝑡 = 𝑀𝑡𝑤 ∙ 𝑟𝑤,           (2) 

where: 𝑀𝑡𝑤 – is the transition matrix from the coordinate system 
of the workpiece to the coordinate system of the tool. 

The matrix of transition (2) is the product of two spherical 
modules: 

𝑀𝑡𝑤 = 𝑆𝜃𝑡∙𝑦𝑐

𝜑𝑡 ∙ 𝑆𝜓
𝑂 ,                         (3) 

where: 𝑆𝜃𝑡∙𝑦𝑐

𝜑𝑡  – is the module of the shape-building of a tool;  

𝑆𝜓
𝑂 – is the module of the angular orientation of the tool relative to 

the details. 

 
Fig. 1. Model of trough 

Orientation module (3) is performed by the matrices  
of relative rotation: 

𝑆𝜃𝑡∙𝑦𝑐

𝜑𝑡 = 𝑀6(𝜃𝑡) ∙ 𝑀2(𝑦𝑐),                          (4) 
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where: 𝜃𝑡 – is the angle of rotation of the workpiece coordinate 

system relative to the axis of rotation of the tool; 𝑦𝑐  – is the dis-
tance between the axes of rotation of the tool 1 and workpiece 2 
(Fig. 2). 

The module of orientation (3) is presented by the matrix of rel-
ative rotations: 

𝑆𝜓
𝑂 = 𝑀5(𝜓),           (5) 

where: 𝜓 – is the angle of rotation grinding wheel 1 about  the 
axis which is perpendicular to the axis of rotation of workpiece and 
tools, and passing through the center of the profile of the  

radius ρ, 𝑀5 = (

𝑐𝑜𝑠𝜓 0 𝑠𝑖𝑛𝜓 0
0 1 0 0

−𝑠𝑖𝑛𝜓 0 𝑐𝑜𝑠𝜓 0
0 0 0 1

).         (6) 

In processing an annular trough by copying, there occurs  
a necessity of displacement of grinding wheel in the vertical direc-
tion Δh which is ensured by a vertical feed Sv (Fig. 2). It is caused 
by a variable radius of the profile on the crimping area of the roll. 
The shift is made so that the surface of trough and wheel in the 
central point of contact lines has a common normal line. There-
fore, the center of rotation of the wheel Оt, the central point of the 
line of contact K and radius center of curvature of the ridge trough 
Оwj must lie on one line. On the calibration area where the radius 

of the curvature bottom of trough is constant and coincides with 
the axis of rotation of the roll Оw, offset value  
Δh = 0. 

The final shaping of a pipe is on the calibration area of the roll 
where the trough radius is the smallest. The tool surface  
is determined by the condition of the touch wheel with trough on 
the calibration area. The radius of the axial section of the tool ρk 
must be less than the radius of the workpiece ρ. Thus, from now 
on, the radius vector of the tool 𝑟𝑡 will be considered for the roll 
calibration areas where modular model parameters are constant, 

except the rotation angle of workpiece 𝜃𝑤. 

3. DETERMINATION OF THE TOOL PROFILE 

For profiling of the tool it is necessary to make the equation 
that defines the line of the contact 

𝑉 ∙ 𝑛 = 0,            (7) 

where: 𝑛 – is the unit vector of normal line to the workpiece sur-

face; 𝑉 – is the vector of the velocity of the relative motion  
of the surface in the coordinate system of the tool (Grabchenko et 
al., 2016; Anderson 2011). 

 
Fig. 2. Scheme of the trough processing with variable profile of roll rolling 

The vector of the normal, as we know, can be found as the 
vector product of vectors tangent to the surface (Chi, Li. 2012; 
Yanlong et al., 2013; Rabiey, Zhi Wei. 2018). There is a need to 
differentiate the normal radius vector of the workpiece surface on 
both parameters. 

During the one-parametric rounding (Grabchenko et al., 2016; 
Kalchenko et al., 2017) relationship between the parameters ψw, 

θ and τw equal to zero of a mixed product of three vectors that 

are derived of the vector rt. 

(
𝜕𝑟𝑡

𝜕𝜓𝑤
×

𝜕𝑟𝑡

𝜕𝜃
) ∙

𝜕𝑟𝑡

𝜕𝜏𝑤
= 0,           (8) 

where: (
𝜕𝑟𝑡

𝜕𝜓𝑤
×

𝜕𝑟𝑡

𝜕𝜃
) = 𝑛 – is the vector normal to the surface 

of the workpiece at the point with curvilinear coordinates 𝜓𝑤 , 𝜃. 

The value 𝜓𝑤 is determined from the condition of tangency the 
surface of the tool with the workpiece surface, and is the maxi-

mum value of 𝜓. 
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∂rt

∂τw
= V – is the vector of velocity of relative motion of the sur-

face in the coordinate system of the tool; τw – is the time of mov-

ing the workpiece, while turning it at the angle θt in the opposite 
motion an axis OtZt of the wheel. 

The velocity of the workpiece regarding the wheel determined 
by a matrix of transition from the workpiece coordinate system in 
the tool coordinate system: 

𝜕𝑟𝑡

𝜕𝜏𝑤
=

𝜕𝑀6(𝜃𝑤)

𝜕𝜃𝑤
∙

𝜕𝜃𝑤

𝜕𝜏𝑤
∙ 𝑀𝑡𝑤,            (9) 

where: 
𝜕𝜃𝑤

𝜕𝜏𝑤
= 𝜔𝑡𝑤 is the angular velocity of the workpiece rota-

tion relative to the axis of the wheel. 

The radius vector 𝑟𝑡 describes a set of tool surfaces. The 
choice of a rational surface is carried on the analysis of the 
geometric parameters of the outer surface of the workpiece and 
allowance, which is removed (Fig. 2). 

The radius vector of the tool can be presented by a spherical 
module that is similar to the same module of the workpiece (1), 
but with its own parameters 

𝑟𝑡 = 𝑆𝜃𝑡∙𝑦𝑡∙𝜑𝑡∙𝑦𝑝𝑡

𝑡 ∙ 𝑒−4,          (10) 

𝑆𝜃𝑡∙𝑦𝑡∙𝜑𝑡∙𝑦𝑝𝑡

𝑡 = 𝑀6(𝜃𝑡) ∙ 𝑀2(𝑦𝑡) ∙ 𝑀4(𝜑𝑡) ∙ 𝑀2(𝑦𝑝𝑡), 

where: 𝑟𝑡 – is the radius vector of the surface of the wheel; 

𝑆𝜃𝑡∙𝑦𝑡∙𝜑𝑡∙𝑦𝑝𝑡

𝑡  – is the spherical module, that is a matrix  

of transition from the starting point to the coordinate system  

of the tool; 𝜃𝑡  – is the angle of turning around the axis OtZt  

of rotation of the tool; 𝑦𝑡 = 𝑅𝑡 – is the distance from the center of 
the profile of the tool to its axis of rotation; 𝜑𝑡 – is angle  

of rotation around the axis OtXt; 𝑦𝑝𝑡 = 𝜌𝑡 – is the radius wheel 

profile (Fig. 3). 
Model (10) provides the possibility to determine the coordi-

nates of the profile wheel, which is shown in Fig. 3. 

 
Fig. 3. Profile of the tool 

In processing the crimping area, the angle of the wheel is 
constantly changing with the change of the radius of the trough, 
reaching a maximum inclination of at the beginning of the crimping 
area of the roll. The angle at each point of the ridge is determined 
according to the condition of a minimum deviation of the radius 
projection of the line of contact on the axial plane from the radius 
of profile trough. 

Fig. 4 shows a sweep of lines of the contact of the tool and the 
workpiece for various angles of the wheel while processing trough 
with the parameters listed above. 

 
Fig. 4. The contact line of the wheel and the workpiece while grinding  
           by the oriented tool 

The radius vector of an annular trough rolling with a variable 
profile of the roll that is formed after processing by the tool that is 
described by model (5) can be presented by two spherical mod-
ules and the radius vector of the tool: 

𝑟𝑤𝑡 = 𝑆𝜃𝑤∙𝑦
𝜑

∙ 𝑆𝜓∙𝑥
𝑂 ∙ 𝑟𝑡,         (11) 

where: 𝑆𝜃𝑤∙𝑦
𝜑

= 𝑀6(𝜃𝑤) ∙ 𝑀2(−𝑦𝑐 + 𝑎 ∙ 𝜃 − 𝑡 ∙ 𝑘) – is the 

shaping module of details; θw – is the angle of rotation coordinate 
system of the tool around the axis of rotation of the workpiece; 
𝑦 = −𝑦𝑐 + 𝑎 ∙ 𝜃 − 𝑡 ∙ 𝑘 – the current coordinate interaxal dis-

tance of the tool and workpieces; 𝑎 =
𝑡

2𝜋
 –  is the constant of 

Archimedean spiral, which moves in relative motion wheel when 

removing of the allowance; 𝑡 – is the value of traverse wheel in 
the direction perpendicular to the axis OwZw of workpiece rotation 
on each of its turnover; 𝑘 – is the number of working moves re-

quired to remove the allowance; 𝑆𝜓∙𝑥
𝑂 = 𝑀5(±𝜓) ∙ 𝑀1(𝑥) – is 

the module of the angular orientation of the tool relative to the 
workpiece. 

Processing of crimping area of the trough will be conducted 
with an error that is caused by a mismatch of the radii of the 
trough profile and projection of the contact line on the axial plane 
that passes through the point of the contact at the bottom of the 
trough. Thus, trough profile processing will be carried out by 
successive clarifying: the maximum error of processing will be 
expressed at the beginning of the crimping area of the roll Δ and 
will gradually decrease in the direction of the calibration area 
(area F1) and will reach the zero value (Fig. 5). It should be noted 
that regardless of the plot which is processed, the bottom of 
trough is formed without an error. The value of the error Δ is 
determined by the method of least squares and must lie within the 
tolerance of processing. 

 
Fig.5. The scheme of the trough profile clarifying 
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During the processing (Fig. 6) the bottom of the trough 1, the 
wheel 3 moves along the equidistant relative motion of the tool 
center 2. The normal 4 passes through the center wheel, the point 
of contact at the bottom of trough and the center of the radius 
curvature. 

 
Fig .6. The scheme of the trough processing 

 

4. CONCLUSIONS  

The 3D module models of allowance removal, shaping and 
profiling tools have been developed. New method of grinding by 
copying with a linear contact of the wheel and workpiece on cali-
bration and crimping areas of trough roller, based on the analysis 
of these models, which significantly increases processing perfor-
mance, has been developed. 

Based on the analysis of models the method of managing the 
process of grinding, which provides for removal allowance by 
equidistantly curves has been proposed. The constant cutting 
depth profile of the coordinate processing is achieved by simulta-
neous cutting and turning wheel by the amount of allowance 
processing, which improves the performance of grinding. 

The diameter of the grinding wheel affects the maximum value 

of the orientation angle 𝜓. By increasing the diameter of the grind-

ing wheel the value 𝜓 slightly decreased. 
Increasing the central angle 𝜃 leads to a significant decrease 

of the orientation angle 𝜓. Thus the profile of the tool approaches 
the workpiece profile. 

The developed modular models can be used to determine: 

 the efficiency of processing by the oriented tool; 

 the optimal crossing angle during the cutting; 

 other parameters of forming curved surfaces of the revolution; 

 thickness of the layer, which is cut off by cutting edge. 
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Abstract: The paper presents and compares the results of theoretical and experimental research in the field of cracking of model material 
(commercial plasticine) and C45 steel in hot forming conditions. The aim of the research was to determine the limit values of the Cockroft-
Latham integral for both materials. The presented research methodology includes experimental tests (tensile tests) and numerical simula-
tions carried out in the DEFORM-3D program. For laboratory tests, axially symmetric samples made of C45 steel and model material were 
used. On the basis of the obtained experimental and numerical results, a comparative analysis of both materials was carried out. 

Key words: Physical Modelling, Cockroft-Latham Criterion, Plasticine, C45 Steel 

1. INTRODUCTION 

Solid elements obtained in metal forming processes are often 
subject to certain limitations. These limitations include material 
cracking occurring during its plastic working. These cracks are 
often invisible to the human eye, but have a very negative effect 
on the final product. The safety of people and things depends on 
the location, size and propagation of cracks. The paper (Antolik, 
2014) presents the method of detecting cracks in finished ele-
ments and the impact of cracks on the user's safety. 

There are two ways to break materials, they are brittle and 
ductile. In papers (Altan et al., 1996; Arikawa and Kakimotoa, 
2014; Charoensuk et al., 2017, Cockroft and Latham,1968; Gon-
tarz and Piesiak, 2010; Lis et al., 2018;Pires et al., 2016), 
the authors described the most common type of cracking method 
in hot plastic parts - ductile fracture. Plastic cracks occur as 
a result of the formation of cracks and necking of the matrix. In the 
case of non-metallic materials, the role of gaps is played by voids 
and gas bubbles created as a result of material production. 

Currently, simulation programs (numerical) are the most fre-
quently used tools to predict the place and type of cracks. This 
method is based on numerical modeling, it consists of replacing 
the actual model with a discrete model. The discrete model, on 
the other hand, is composed of a finite number of elements and 
nodes. The paper (Gontarz and Winiarski, 2015) presents a 
method of using computer simulations for testing and analysis of 
the process of extrusion of hollow elements with a movable 
sleeve. 
Numerical methods allow obtaining results for elements with 
complicated shapes, where numerical calculations are often im-
possible. Computer simulations are characterized by the ease 
of testing. The main limitation of the numerical method is the 
uncertainty of the obtained results. 

Another method used for researching and analyzing the pro-

cess of plastic forming is physical modeling. Physical modeling 
is a method that facilitates the analysis and testing of technologi-
cal processes.  

The idea of physical modeling is to replace the real material 
with a model material. Model materials are divided into two 
groups: a group of metallic materials (including tin, lead, sodium) 
and a group of non-metallic materials (including plasticine, wax, 
resin). More information on model materials is presented in arti-
cles (Bylya, Davey and Krishnamurthy, 2017;Kowalczyk, 1995; 
Mizuno and Komori, 2009; Pater and Wojcik, 2017). This tech-
nique is based on four main criteria of similarity: similarity of flow 
curves for real and model material, similarity of friction conditions, 
similarity of tool shape and similarity of process kinematics. 

In the scientific literature, the results of experimental research 
(Asai and Kitamura, 2014; Moon and Van Tyne, 2000; Rasty and 
Sofuoglu, 2000) have been presented many times to determine 
the mechanical properties of materials used for physical modeling 
of the hot forming of metal. In the laboratory analyzes, the subject 
of cracking of model materials was omitted. 

In this work, it was considered useful to carry out research on 
the determination of the limit value of the Cockrofta-Latham inte-
gral for commercial plasticine and hot-formed C45 steel 

Standardized Crockroft-Latham criterion determines well the 
moment of the cracking of the extended material, in which necking 
and next its plastic splitting take part. 

According to the standard Cocroft-Latham criterion, the crack 
occurs when the value of integral (1) exceeds a certain value of C. 
The constant C is determined separately for each material under 
specific conditions, the appropriate temperature and strain rate. 

∫
𝜎1

𝜎𝑚
𝑑𝜑 = C

𝜑∗̇

0
 (1) 

where: σm – mean stress, σ1 – the greatest main stress, 

φ* – limiting deformation of cracking, C – fixed material 
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2. MATERIAL AND TESTS METHODOLOGY 

The model material used for the research is commercial plas-
ticine based on white and black wax, while C45 steel was used as 
the real material. 

Plasticine is a model material belonging to non-metallic mate-
rials. The exact chemical composition of the used plasticine is not 
known for the patent protection of the finished product. Plasticine 
is a mixture of clays, oils, waxes and coloring pigments. 

The plastic mass used was previously subjected to plastomet-
ric tests, the procedure and the results of the tests were presented 
in the paper (Lis, Pater and Wójcik 2016). Plastometric tests 

showed high sensitivity to changes in temperature and defor-
mation rate.  

Fig. 1 shows a summary of the flow curves for the studied 
plasticine in the temperature range from 0 to 20˚C with a flow 
curve obtained for C45 steel shaped at 1150˚C. 

The commercial plasticine used for the model tests is de-
scribed by two constitutive equations (depending on the color), the 
white plasticine is described by equation (2), while equation (3) 
describes the black plasticine. 

To determine the limit value of the Cockroft-Latham integral, 
experimental and numerical studies were carried out. 

 
Fig.1. Flow curves for plasticine and C45 steel 

𝜎𝑝𝑙 = 0.48057 ∙ 𝜀−0.0313 ∙ exp(0.087 ∙ 𝜀) ∙ 𝜀̇(0.245−0.0026∙𝑇) ∙ exp(−0.0328 ∙ 𝑇) (2) 

𝜎𝑝𝑙 = 0.6817 ∙ 𝜀−0.0711 ∙ exp(0.072 ∙ 𝜀) ∙ 𝜀̇(0.2701−0.003∙𝑇) ∙ 𝜀̇(0.245−0.0026∙𝑇) ∙ exp(−0.07358 ∙ 𝑇) (3) 

where: σpl – yield stress [MPa], ε – equivalent strain, έ – strain rate [ s-1], T – sample temperature [C]. 

2.1. Experimental tests 

 Experimental tests used to determine the limiting value of the 
Cockroft-Latham integral of the model material were carried out 
on an Instron 3369 testing machine. This machine is character-
ized by a maximum load of 50 kN. The measuring stand allows 
the measurement of force with an accuracy of ± 0.5% of the 
obtained value. The measuring device allows registering the 
movement of the slider and force as a function of time.  

 
Fig. 2.The shape and dimensions of the sample used for testing  
           (threaded parts refer to samples made of C45 steel 

 Axial symmetrical samples with constriction were used for 
experimental tests. The shapes of the samples have been repeat 
edly described in the articles (Bariani et al., 2014;Derpenski, et al., 
2018;Eivani et al., 2018; Fu et al., 2011; Fuertes et al., 2015). The 
geometrical dimensions of the sample are shown in Fig.2. 
 In total, 15 plasticine samples of each color were used for 
experimental tests. 
 In the papers (Altan and Vazquez, 2000;Assempour et al., 
2012;Assempour and Razi, 2003; Cherkashina and Mazur, 2012; 
Galan and Perig, 2017), the authors presented many different 
methods for the preparation of test samples. Based on the analy-
sis of these methods, the following procedure for the generation of 
loads was adopted. 
 The first stage of sample preparation for experimental tests 
was heat treatment of plasticine billets supplied from the manufac-
turer. This treatment consisted of heating the plasticine to the 
temperature of about 30-35°C. The next step was multiple manual 
reworking of the material. The use of this operation allowed to get 
rid of the air bubbles created as a result of production. The pres-
ence of bubbles negatively affects the quality of the final sample. 
 In the next stage, cylindrical bodies were shaped, which were 
later subjected to the extrusion process, as a result of which a rod 
with a diameter of 10 mm was obtained. 
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 The obtained rod was then divided into 120 mm long samples. 
Samples were made by cross-wedge rolling. After the rolling, the 
samples were cut according to the dimensions shown in Fig.2. 
The samples were measured and their dimensions are listed in 
table 1. 
 In the last part of the preparations, samples from the model 
material were cooled to temperatures 0, 5, 10, 15, 20˚C for a 
period of 24 hours; this selected time allowed to obtain the same 
temperature in the entire sample volume. 
 Prepared samples for experimental research are shown  
in Fig. 3. 

 

Fig. 3. Samples made of plasticine, used for experimental research 

Tab.1. Parameters of samples from model material used for stretching 
            (markings according to Fig. 2) 

 In order to properly fix the sample in the jaws of the testing 
machine, special inserts were designed and printed to enable it to 
be accurately captured in Fig.4. 

 

Fig. 4. Sample mounting inserts in a testing machine 

 The tensile test of samples made of model material proceeded 
according to the following scheme: cooling samples in a laborato-
ry refrigerator to the test temperature (0, 5, 10, 15, 20˚C) for 24 
hours, then stretching with a jaw movement speed of 5 mm/s until 
breaking, removing the sample. 
 During the tests, the force and displacement were measured, 
which corresponded to the displacement of the bar of the testing 
machine. 
 Experimental tests of stretching of samples made by machin-
ing from C45 steel were carried out in the Gleeble 3800 simulator 
located at the Faculty of Materials, Process and Applied Physics 
Engineering at the Częstochowa University of Technology (Fig.5).
 The Gleeble 3800 simulator has the following parameters: 

 movement speed: up to 2000 m/s, 

 maximum pressure: 20 MG, 

 heating speed: up to 1000°C/s, 

 maximum temperature: 1700°C, 

 a resistance heating system for samples, 

 tests at reduced pressure or protective atmosphere. 

 
Fig. 5. Physical simulator Gleeble 3800, used in experimental research 

 Samples of identical shape and geometry as samples made 
of model material were used for the tests (Fig. 1). The samples 
were made by machining methods. 12 samples were used 
for experimental tests, three samples for each temperature 

N
o

. 

T [˚C] 
D 

[mm] 
d 

[mm] 
a 

[mm] 
L 

[mm] 
Lk 

[mm] 

ΔL 

[mm] 

White Plasticine 

1 

0 

9.96 4.65 21.7 100.1 105.2 5.1 

2 10.19 4.54 21.3 100.5 105.3 4.8 

3 10.21 4.60 21.5 100.7 105.1 4.4 

1 

5 

10.1 4.7 20.9 100.7 106.5 5.8 

2 10.2 4.65 21.1 100.8 106.4 5.6 

3 10.4 4.68 21.6 100.7 105.3 4.6 

1 

10 

10.15 4.64 21.5 100.3 106.7 6.4 

2 10.06 4.58 21.7 100.5 107.9 7.4 

3 10.21 4.69 21.7 100.5 107.2 6.7 

1 

15 

10.18 4.85 20.9 100.5 109.3 8.8 

2 10.3 4.73 21.8 100.3 107.7 7.4 

3 10.28 4.78 21.7 100.7 108.6 7.9 

1 

20 

10.13 4.91 21.8 100.6 108.0 7.4 

2 10.18 4.75 21.9 100.9 109.9 9.0 

3 10.2 4.73 21.2 101 110.2 9.2 

Black Plasticine 

1 

0 

10.10 4.80 21.3 100.7 104.7 4.0 

2 10.23 4.99 21.4 100.4 104.8 4.4 

3 10.28 5.00 21.2 100.3 104.8 4.5 

1 

5 

10.26 5.02 21.5 100.4 105.9 5.5 

2 10.23 4.94 21.6 100.6 105.4 4.8 

3 10.21 4.90 21.4 100.3 105.9 5.6 

1 

10 

10.11 4.97 21.5 100.7 106.5 5.8 

2 10.19 4.92 21.6 100.4 106.8 6.4 

3 10.14 4.96 21.6 100.6 106.6 6.0 

1 

15 

10.20 5.01 22.2 100.8 107.7 6.86 

2 10.10 4.94 21.9 100.4 107.1 6.68 

3 10.30 5.02 21.8 100.5 107.2 6.68 

1 

20 

10.18 4.94 21.4 100.2 108.0 7.84 

2 10.20 4.90 21.9 100.6 108.3 7.72 

3 10.20 4.93 21.3 100.9 108.7 7.82 
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(900°C, 1000°C, 1100°C and 1200°C). The samples were meas-
ured and their dimensions are shown in Table 2. 

Tab.2. Parameters of samples from, used for stretching  
            (markings according to Fig. 2) 

 Fig. 6 presents a set of samples made of C45 steel, used for 
experimental research. 

 
Fig. 6.  A set of samples made of C45 steel used for experimental  
            research 

 Experimental tests of stretching of C45 specimens were car-
ried out according to the following procedure: heating samples at 
10°C/s to test temperature (900°C, 1000°C, 1100°C and 
1200°C), withstanding at the target temperature for a period of 5 
days s, stretching with the speed of movement of the jaw5 mm / s 
until it ruptures, removing the sample. 
 During the tensile test, the force, displacement and tempera-
ture of the material in the constriction were recorded. 
 After the completion of experimental tests carried out on 
samples made of plasticine and C45 steel, the broken samples 
were inspected (Fig.7-8) 

Fig. 7. View of plasticine samples broken on a testing machine 

 
Fig. 8. View of C45 steel samples broken in a tensile test using the  
            Gleeble 3800 simulator at 1 - 900˚C, 2 - 1000˚C, 3 - 1100˚C,  
            4 - 1200˚C 

2.2. Numerical calculations 

 To determine the limiting value of the Cockroft-Latham inte-
gral, the computer program DEFORM 3D was used. The numeri-
cal calculation methodology of the DEFORM 3D program uses the 
finite element method. The simulation program used has 13 dif-
ferent criteria implemented to determine the occurrence of cracks 
in the shaped material. Among the criteria available in the pro-
gram is the normalized Cockroft-Latham criterion. 
 The standardized Cockroft-Latham criterion was chosen for its 
popularity in specialized FEM programs for the analysis of plastic 
forming of metals. 
 Numerical analysis was carried out for the process of stretch-
ing samples made of model material (commercial plasticine) and 
carbon steel C45. 
 The results of previous experimental studies were used for 
numerical studies. 
 In computer simulations, the geometry of the samples used for 
experimental studies was modeled in accordance with the geo-
metrical parameters listed in Tab. 1-2. 

N
o

. 

T [˚C] 
D 

[mm] 
d 

[mm] 
a 

[mm] 
L 

[mm] 
Lk 

[mm] 
ΔL 

[mm] 

1 

900 

10.25 5.25 22.46 116.6 120.4 3.8 

2 10.00 5.00 22.48 116.9 121.1 4.1 

3 10.00 5.00 21.86 117.5 121.3 4.4 

1 

1000 

10.05 5.14 22.35 116.5 120.2 3.7 

2 10.00 5.00 22.31 116.4 120.4 4.0 

3 10.03 5.02 21.73 116.2 120.9 4.7 

1 

1100 

10.13 5.02 22.00 116.4 120.9 4.5 

2 10.02 5.00 21.67 116.9 121.7 4.8 

3 10.00 5.05 21.91 116.7 120.2 3.5 

1 

1200 

10.15 5.08 22.38 116.5 120.5 4.0 

2 10.00 5.00 22.28 116.7 120.7 4.0 

3 10.05 5.01 21.97 116.5 121.3 4.8 
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 In order to facilitate the computer simulation, the computer 
models of the samples were redesigned so that the virtual grips 
could be mounted (Fig.9). The shape of the ends of the samples 
does not affect the results, because during stretching the defor-
mations are located in the necking area. 

 
Fig. 9. Sample and mounting system in DEFORM-3D 

 
Fig.10. Distributions of intensity of strain rate, strain, stress and failure 
             criterion for model material (white plasticine, T=0˚C) 

 

Fig. 11. Distributions of intensity of strain rate, strain, stress and failure 
              criterion for the C45, T=900˚C 

 For the purpose of computer simulations, it was necessary to 
model 3D samples which models were imported into the DE-
FORM 3D solver. The samples prepared in this way were covered 

with a MES mesh with four-node elements (150,000 items). The 
material was modeled with a plastic model.  
In the tensile calculations of C45 steel samples, a material model 
was taken from the library of the applied software. However, in the 
case of model material, own models developed and presented in 
the paper were used (Lis, Pater and Wójcik, 2016). 
 The tensile speed and the temperature according to the ex-
perimental parameters were adopted for numerical calculations. 
 Computer simulations allowed  to accurately trace the stretch-
ing of the sample and determine the forces and maps of strains, 
stresses, strain rates and the Cockroft-Latham integral. 
 The use of necking has achieved its goal, for it forced the 
plastic deformation to be localized here. In the place of necking, 
the intensity of stress takes the largest values. Then the stresses 
reach the value of plasticizing stress, and the material suffers 
permanent deformations (Fig. 10-11). 

 
Fig. 12. Change in strain value during elongation of samples 

 

Fig. 13. Change in maximum values of main stresses during elongation  
              of samples 

Drawings Fig.12. and Fig. 13 show graphs of the change in 
strain value and maximum main stresses at a point located on the 
sample axis in the middle of its length. 

The above maps obtained as a result of numerical research 
were presented, among others, distribution of the Cockroft-
Latham integral in the samples subjected to the tensile test. The 
largest values of the Cockroft-Latham integral were observed in 
places of necking. Hence, there should be a violation of the con-
sistency of the material. Assuming that the end of the simulation 
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was the moment in which the sample was broken from the distri-
bution, the value of the boundary integral can be determined. 

3. RESULTS 

Based on experimental tests and numerical simulations, limit 
values for the Cockroft-Latham integral (C) for the model material 
and C45 steel were determined. These values are developed  
and presented in Tab. 3 and Tab. 4. 

Tab. 3. Limit values of Cockrofta-Latham determined  
             for the model material - plasticine 

Temp. No. Type 

Limit values of Cockrofta-Latham 
determined 

Attempt Average 

0˚C 

1 

White 

0.694 

0.646 2 0.661 

3 0.584 

1 

Black 

0.627 

0.691 2 0.697 

3 0.749 

5˚C 

1 

White 

0.868 

0.786 2 0.838 

3 0.652 

1 

Black 

1.180 

1.134 2 0.921 

3 1.300 

10˚C 

1 

White 

1.150 

1.27 2 1.450 

3 1.210 

1 

Black 

1.120 

1.250 2 1.480 

3 1.150 

15˚C 

1 

White 

1.500 

1.377 2 1.280 

3 1.350 

1 

Black 

2.100 

2.037 2 2.010 

3 2.000 

20˚C 

1 

White 

1.230 

1.453 2 1.530 

3 1.600 

1 

Black 

1.970 

2.000 2 2.210 

3 1.820 

 Based on the analysis of the obtained results of the model 
material, the limit value of the Cockroft-Latham integral has been 
stigmatized along with the increase in temperature (tab.3). The C 
values for the temperature range 0 ÷ 15˚C change in the range of 
0.646÷1.453 for white material and 0.691÷2.037 for black materi-
al. 
 Tab. 4 shows the limit values of the Cockroft-Latham integral 
for C45 steel. The data in this Fig. shows that C values vary with 
temperature. 

 The limit value of the Cockrofta-Latham integral (C) for the 
entire temperature range (900°C-1200°C) of the hot forming of 

C45 steel is Cgr=0.7560.125. 

Tab. 4. Limit values of Cockrofta-Latham determined for C45 steel 

Temp. No. 
Limit values of Cockrofta-Latham determined 

Attempt Average 

900˚C 

1 0.778 

0.849 2 0.917 

3 0.853 

1000˚C 

1 0.572 

0.682 2 0.645 

3 0.829 

1100˚C 

1 0.864 

0.765 2 0.870 

3 0.563 

1200˚C 

1 0.673 

0.726 2 0.664 

3 0.842 

 

Fig. 14.  Limit value of the Cockroft-Latham integral for model materials 
               (commercial plasticine), depending on the temperature 

 

Fig. 15. Limit value of the Cockroft-Latham integral for C45 steel,  
              depending on the temperature 
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Fig. 16. Change of the Cockroft-Latham integral  
              when elongating samples 

Figs 14 and 15 show the average values of the Limits of Cock-
roft-Latham (C) as a function of temperature. The C trend line for 
individual materials was also determined on these charts. 

The resulting trend lines are described by the following equa-
tions: 
Black plasticine: 

C = 0.718 + 0.07𝑇 (3) 

White  plasticine: 

𝐶 = 0.665 + 0.44𝑇 (4) 

where: C– limit value of the Cockroft-Latham integral, T– sample 

temperature [C]. 
Fig. 16 shows the change in the value of the Cockroft-Latham 

integral for samples with the most approximate integral values 
between the material model and the hot-shaped C45 steel 

4. SUMMARY 

The paper presents the methodology and results of research 
aimed at determining the limit value of the Cockroft-Latham inte-
gral (C) for the model material (commercial plasticine - two colors) 
and for hot-formed C45 steel. 

The used research method is based on experiments and nu-
merical stretching process. The use of cylindrically shaped sam-
ples with constriction allowed to initiate the crack in a predicTab. 
place. 

The limit values of the C-L integral for model materials in-
crease linearly with the temperature increase, while for C45 units, 
the C values decrease slightly as the temperature rises. 

The results of laboratory and numerical tests of the model ma-
terial and steel of the C45 grade, hot-worked, were compared with 
each other. 

Similarly, the results of the limit value of the Cockroft-Latham 
integral for heat treated C45 steel at 900°C-1200°C with white 
plasticine worked in the temperature range of 0°C to 5°C and with 
black plasticine molded at 0°C were observed. The C values for 
C45 steel in this temperature range oscillate between 
0.849÷0.726. The limit value of the Cockroft-Latham integral for 
white plasticine processed in the temperature range of 0°C-5°C is 
0.850÷0.646 and for black plasticine at 0°C it is equal 0.691. 

 The conducted research allowed to conclude that it is possible 
to use white plasticine with a temperature of 0°C-5°C and black at 
0°C as a model material for physical examination of hot forming of 
C45 steel in the field of material cracking modeling. 
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Abstract: In this paper, implementation of soft sensing technique for measurement of fluid flow rate is reported. The objective of the paper 
is to design an estimator to physically measure the flow in pipe by analysing the vibration on the walls of the pipe. Commonly used head 
type flow meter causes obstruction to the flow and measurement would depend on the placement of these sensors. In the proposed  
technique vibration sensor is bonded on the pipe of liquid flow. It is observed that vibration in the pipe varies with the control action of stem. 
Single axis accelerometer is used to acquire vibration signal from pipe, signal is passed from the sensor to the system for processing. 
Basic techniques like filtering, amplification, and Fourier transform are used to process the signal. The obtained transform is trained using 
neural network algorithm to estimate the fluid flow rate. Artificial neural network is designed using back propagation with artificial bee  
colony algorithm.  Designed estimator after being incorporated in practical setup is subjected to test and the result obtained shows  
successful estimation of flow rate with the root mean square percentage error of 0.667. 

Key words: Accelerometer, Estimation, Frequency Response, Flow Rate, Neural Network, Vibration

1. INTRODUCTION 

Flow process loops are found in almost all kinds of process 
industry starting from petroleum to diary, pharmaceutical, dye 
making, food and beverage industries and so on. Objective of 
these flow process is primarily to control flow rate or control sec-
ondary parameters like liquid level, temperature etc. Monitoring of 
the process is key requirement for obtaining the appropriate end 
product. To have a good monitoring system, obtaining information 
at each and every part of the process is essential. For measuring 
these parameters sensors are essential. A brief study is carried 
on, to understand various flow sensors.  

A number of researchers have reported work in the area of 
measurement of flow some of those have been discussed below. 
Marick et al., (2014) have reported a method of flow measurement 
without disturbing the flow in a pipeline is. This consists of two 
gauges, one for measurement of static pressure and the other for 
online fluid pressure measurement. Difference between these two 
pressures were used to find the flow rate of the fluid. Measured 
pressure is converted into electrical quantity by using inductive 
transducer. A non-contact type flow rate measurement system is 
reported by Sinha et al. (2015). In this method, a Hall Effect sen-
sor is used to measure the variation in flow rate. Hall probe was 
located on top of the rotameter thus change in movement of mag-
netic float influences output voltage of Hall Effect sensor. Based 
on these variations, flow rate was measured. An optical method of 
flow measurement is reported by Norgia et al. (2016), using a 
laser diode for observing the laser divergence. In this method, 
measurement of flow is based on Doppler shift due to particles 
present in the fluid and self-mixing ability of laser diode. A device 
for flow measurement using Bragg’s grating is reported by Kirwan 
et al. (2016). In this method, movement of cantilever arm is meas-

ured due to fluid momentum flowing in round pipe elbow. Output 
of grating was shown highly associated to the flow rate through 
pipe and also was stated independent of temperature and static 
pressure. Measurement of fluid flow through a pipe using fringing 
field capacitors is reported by Liu and Wang (2016). Capacitors 
were arranged like a cap type structure around plastic pipe creat-
ing fringing capacitance inside the pipe. When fluid flows through 
pipe, change in capacitance was observed which was directly 
projecting change in flow rate. Flow measurement in wind tunnel 
using a piezo electric sensor is reported by Kim et al. (2017). 
Wind flow measurement based on dynamic stress measured on 
wind tunnel using Pitot tube and trip strips. Sensor was designed 
to be sensitive for shear stress developed and was insensitive to 
static stress developed due to whirlwind lift up. An algorithm for 
improvement in accuracy for measurement of open channel flow 
rate is reported by Agu et al. (2017). Open channel flow system 
was simulated and fluid flow rate was estimated based on fluid 
depth. Measurement of flow rate by weighing method using two 
tanks is reported by Jaiswal et al. (2017). Second tank was used 
for increasing the time of water collection for large collection of 
water for reducing the diverter error. Redundancy was also a 
factor for using two tanks in case of failure in working of the tank. 
Flow rate was calculated based on the total amount of water 
collected and the time to collect the water. Flow rate measure-
ment in thermal power plant large pipelines using radiotracer 
method is reported by (Biswal et al. 2018; Pecly and Fernandes, 
2017). In this method, solution of radiotracer with known concen-
tration is injected into large pipe with consistent rate for a pre 
expected time duration. At the down streams where radiotracer 
was mixed homogeneously, water samples were collected and 
based on the concentration of radiotracer, flow rate was meas-
ured. A fluid flow rate monitoring system using video-metering is 
reported by Lay-Ekuakille et al. (2014). This method can be used 
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where there is requirement of contactless measurement. Meas-
urement of small fluid flow using electrochemical phenomenon is 
reported by Krejčí et al. (2017). This phenomenon requires elec-
trochemical compound due to which this method is not used in 
practical applications.  Santhosh and Roy (2016) reported a flow 
measurement technique using venturi, independent of variations 
in liquid type and pipe dimensions. 

Researchers have also reported work in the area of indirect 
measurement of fluid flow few of which are reported here. A 
method for measurement of water consumption in a pipe was 
reported by Schantz et al. (2015). In this method an accelerome-
ter for vibration measurement at the pipes was used based on 
which usage of water was detected.  Vibration at the pipes was 
not only due to fluid flow it was also due to valve on and off func-
tion causing pressure change.  Measurement of pressure induced 
by low velocity turbulent airflow is reported by Hobeck and Inman, 
(2015) using pressure probe. Pressure probes were constructed 
to measure high turbulent low velocity airflow with high sensitivity. 
Designed pressure probes were able to measure the air flow with 
a mean velocity of 0-12 m/s with a sensitivity of 0.064 mV/Pa. 
Estimation of flow rate at the input of a control valve in a flow 
system using an observer based soft sensor is reported by Nava-
da et al. (2017). Observer is developed by using the measurement 
from an orifice placed to measure the flow rate at output of control 
valve. Development of a virtual sensor for measurement of flow 
rate in the pipes by using mathematical models is reported by 
Malan et al. (2017). A mathematical model between flow rate and 
head loss was found by measuring state of the valves and flow 
rate at the inlet. For estimating flow rate through heat body, Hardy 
cross type algorithm was used. Measurement of fluid flow rate by 
observing the vibrations of fluid pipe was reported by Dinardo et 
al. (2018). In this paper, authors have considered the root mean 
square value of the vibration signal and the variation of this pa-
rameter was related to fluid flow rate and was concluded to be 
proportional. 

Some of the research in the area of vibration measurement is 
described in this section. Measurement of amplitude of micro 
vibration using optical interferometers was reported by Yasuda et 
al. (2015). In this method, two beams were used one as reference 
and the other reflected from vibrating body. Wave reflected from 
vibrating body generates an interference signal whose number 
of amplitude peaks was proportional to vibration amplitude. 
A Bragg’s grating sensor for measurement of vibration is reported 
by Guozhen et al. (2016). Based on the frequency response of the 
grating acceleration sensor, vibration was measured. A non-
contact method for measurement of vibration using binocular 
vision sensor and piezoelectric actuators was reported by Qiu et 
al. (2018). In this paper, it was reported that binocular sensor was 
giving good performance for measurement of low frequency vibra-
tion and structural displacement at multiple points.  Tracking of 
rotating object vibration using image processing technique was 
reported by Kim et al. (2015).  In this method, image sensor was 
used to track the position of the laser beam and landmark on 
rotating object to obtain the vibration characteristics. An algorithm 
to measure the vibrations of a pump unit is reported by Koshekov  
et al. (2016) for analyzing the working of the pump. In this method, 
vibration signals were collected by placing sensors at different 
locations of pump unit. Vibration speed root mean square value 
was considered for gathering the information regarding the pattern 
of vibration signals. A non-contact method of vibration measure-
ment is reported by Lezhin et al. (2017) for high pressure engine. 
In this method, use of one dimension vibrometer for obtaining the 

details of engine surface vibration is reported and also compared 
with other two methods.  Measurement of vibration displacement 
from a remote location using camera is reported by Son et al. 
(2015). This approach was suggested to use in the areas where 
measurement of vibrations are difficult to measure in location. 
Displacement was measured using edge detection technique and 
by taking second derivative of image. This method was reported 
to be better compared to other method as there was possibility of 
vibration measurements at multiple points. Mozuras (2017) re-
ported a technique for measurement of high noisy vibration sig-
nals using a nonlinear converter. A monotonic nonlinear converter 
was used to get the vibration signals whose spectral components 
were found using Fourier transform. Measurement of structural 
vibration using optic electronic sensor is reported by Qiu and Lau, 
(2018). Measurement of propagation of surface vibrations in the 
ground using accelerometer is reported by Czech and Gosk, 
(2017). In this paper, accelerometers were mounted in the ground 
in four different ways and out of them ring mounting method was 
reported as the reliable method. A battery less sensor for meas-
urement of vibrations induced in the rotating shafts of large ships 
was reported by Lee et al. (2018). Magnetostrictive principle was 
used to measure the vibrations induced due to high speed rota-
tions. These sensors were used due to their healthy working 
nature under harsh environments.   An ultrasonic stroboscope for 
measurement of underwater vibrations was reported by Luo et al. 
(2014). Authors have reported that this method was able to get 
the online information regarding the underwater vibrations. A 
cantilever underwater was used to test the sensor and it was 
compared with the traditional sensors. This sensor was not sensi-
tive to the environmental changes and the major advantage was 
that it was a non-contact type of measurement. 

From the survey it is evident that, flow is measured by a num-
ber of ways and head type or obstruction flow meters form a 
larger part of available measurement techniques. In the head type 
flow meters, measurement of flow is based on measurement of 
pressure difference created due to obstruction in the flow. But it is 
seen from the reported work that output of these sensor invariably 
vary with position at which sensor is placed. Characteristics of 
sensor often depend on liquid composition. So, in the proposed 
work a non-contact technique independent of liquid characteristics 
is presented.  

2.  EXPERIMENTAL SETUP 

The experimental setup involves a simple flow process system 
consisting of reservoir, pneumatic actuators and flow meters.as 
depicted in Fig. 1. P and I diagram of the flow process system is 
shown in Fig. 2. Solid lines connecting the blocks represent the 
flow of fluid, dash lines represent the electric signal in terms of 
current and dotted line represents the air pressure. Process con-
sists of a reservoir tank from which water is pumped.  Water flows 
along the path, where a control valve, rotameter and orifice plate 
are placed before returning back to reservoir. Rotameter shows 
the rate of fluid flowing out of control valve. A differential pressure 
transmitter (DPT) is mounted to measure the pressure difference 
created by the orifice plate towards the flow. Pressure difference 
across the orifice is measured and is represented in terms of mV 
voltage by pressure transmitter. Air to open type equal percentage 
control valve with a 3/4-inch valve opening is placed between 
pump and rotameter to vary the flow rate. Pneumatic actuator 
consists of a current to pressure converter, a diaphragm, upper 
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and lower pressure chamber, spring and valve stem. User input 
current of 4-20mA range is applied to current to pressure convert-
er, which converts it into 3-15psi range of pressure which is ap-
plied on the lower chamber of the control valve. Once the applied 
pressure on lower chamber is more than upper chamber, dia-
phragm moves up causing valve to open leading to increase in 
output flow rate. When the pressure in lower chamber is less than 
the upper chamber, then spring brings valve stem to close posi-
tion causing no fluid to flow out of control valve. A bypass valve is 
provided near the pump to provide returning path for the flow 
when the control valve is fully shut. Flow rate at the output of 
control valve is mainly based on the position of valve and also 
fluid flow rate at the inlet of control valve. 

 
Fig. 1. Flow process setup 

 
Fig. 2. P&I diagram of flow process system 

3.  STATEMENT OF OBJECTIVE 

To understand the existing flow measurement technique using 
orifice flow meter, tests are carried out. Performance of the sensor 
is analyzed when the orifice hole diameter is varied and liquid is 
varied. The characteristics of the orifice flow meter is understood 
with the help of Bernoulli’s equation given below). 

Flow rate:  𝑄 =  
𝐶.𝐴𝑡ℎ.√

2.∆𝑃

𝜌

√1−𝑏4
 lph                         (1) 

where: C – is the coefficient, 𝐴𝑡ℎ – Cross section area at orifice 
hole, b – Ratio of orifice hole and pipe diameter, ρ – density of 
liquid, ΔP – difference in pressure 

Pressure difference for varying flow under different beta ‘b’ is 
plot in Fig. 3. In the present study, a pipe diameter is considered 
to be 1 inch and orifice hole diameter is 0.5, 0.65 and 0.4 inches, 
flow is varied in the range of 0 to 1800 lph.  

Similar tests are conducted by varying liquid density and the 
plot for the same is shown in Fig. 4. 

  
Fig. 3. Variation of flow transmitter characteristics with ‘b’ 

 
Fig. 4. Variation of flow transmitter characteristics with ‘fluid density’ 

From the above graph and equations, it is clear that the pre-
sent measurement technique involving head type flow meters like 
orifice, venturi, etc. or electromagnetic flow meters or rotameter 
would get effected by the placement of sensor. These meters 
would cause an impediment to the flow characteristics inside the 
pipe and if any physical faults occurs to these sensor, replace-
ment of these is very tedious and need to be performed by author-
ized personnel only. So a technique is proposed in this paper 
which will measure the liquid flow without having contact with the 
flow and also would not pose any effect to flow characteristics. 

4.  METHODOLOGY  

To achieve the objective discussed in the previous section it is 
essential to measure the flow rate using secondary sensor. Sec-
ondary sensor (accelerometer) data is used to estimate the flow 
rate in the proposed work. The vibration sensor is coupled on to 
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the pipe surface. In the proposed work, single axis accelerometer 
with a sensitivity of 9.8mV/g is mounted on pipe at the outlet of the 
pneumatic control valve, as shown in Fig. 5. 

 
Fig. 5. Mounting of Accelerometer 

Vibration data from the accelerometer is passed through an 
analog amplifier which is further acquired on to a computer using 
the data acquisition card. In the proposed work compact RIO of 
National Instruments is used to acquire the signal. Acquired data 
from the accelerometer is represented in Fig. 6 and Fig 7 for flow 
rates 1800 lph and 100 lph respectively.   

To further analyze the signal, a band pass filter is designed. 
Filter is designed so as to reduce harmonics in the signal. Band 
pass filter is designed using the Sallen-Key architecture (Zin Ma 
Ma Myo et al. 2009) as given in below. 

Transfer function, (𝑠) =  

𝐾𝑖
𝑃𝑖

.𝑎.𝑠

[1+
𝑎𝑠

𝑃𝑖
+(𝑎𝑠)2]

.

𝐾𝑖
𝑃𝑖

.𝑎.𝑠

[1+
1

𝑃𝑖
(

𝑠

𝑎
)+(

𝑠

𝑎
)

2
]
 .        (2) 

A fourth order equation is considered, with ‘Ki’ as the gain at 
the mid frequency, ‘fi’ of each filter. ‘Pi’ is the pole quality of each 
filter, ‘B’ is the filter coefficient. ‘a’ and ‘1/a’ are the mid frequen-
cies of individual filters. 

Gain at fi: 𝐾𝑖 =
𝐵

3−𝐵
 .                   (3) 

Filter quality 𝑃𝑖 =
1

3−𝐵
 .            (4) 

Output obtained after performing the filtering operation is 
shown in Fig 8 and Fig 9.  

 
Fig. 6. Accelerometer signal for flow of 1800 lph 

 
Fig. 7. Accelerometer signal for flow of 100 lph 

 

Fig. 8. Filtered output for flow of 1800 lph 

 
Fig. 9. Filtered output for flow of 100 lph 

 
Fig. 10. Fourier transform output for flow of 1800 lph 
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Fig. 11. Fourier transform output for flow of 100 lph 

Fourier transform of the filtered signal is obtained so as to de-
rive a magnitude function relating to flow rate. Fourier transform 
signal obtained for the flow of 100 lph and 1800 lph is shown in 
Fig. 10 and Fig. 11 respectively. The obtained Fourier transform 
signal is used to estimate the flow rate using neural network algo-
rithm. For training the neural network is fed with input data and 
target data. Learning of neurons is achieved by varying the 
weighted function and activation function. Various algorithms had 
been presented in literature to varying the values of weighted 
function like Levenberg–Marquardt algorithm, genetic algorithm, 
artificial bee colony algorithms, ant colony optimization, etc. In the 
proposed work artificial bee colony algorithm is used to train the 
weights.  

 
Fig. 12. Structure of neural network 

Tab.1. Neural network parameters 

Training data 2x86 60% 

Validation data 2x29 20% 

Test data 2x29 20% 

Input layer 2 neurons 

Hidden layers 
5 neurons 

4 neurons 

Output layer 1 neuron 

Activation function Tanh 

Learning rate 0.03 

Regularization rate 0.1 

Neurons are clustered in various networks like linear network, 
back propagation network, radial basis function, etc. In the pro-
posed work back-propagation network is implemented. The multi-

layer perceptron layer consisting of two hidden layers, one output 
and input layer is obtained. Output layer consists of a single neu-
ron, hidden layers consists of five and four neurons. Input layer 
consists of two neurons which is subjected with Fourier transform 
signal and the normalized Fourier transform signal as shown in 
Fig 12. Neural network parameters obtained after training is 
shown in Tab. 1.  

5.  RESULTS AND ANALYSIS 

Flow estimation technique designed using the accelerometer 
as sensor is tested and validated with standard available instru-
ment.  For testing flow rate is varied in the range of 0 to 1800 lph. 
The liquid under test is also varied to comprehend its performance 
of the designed system. Results obtained for the test conducted 
are shown in Tab. 2.  

Tab. 2. Results obtained when tested with physical system 

Actual flow 
(lph) 

Estimated 
flow (lph) 

Liquid type % error 

50 49.5 Water 1.00 

150 151.2 Water -0.80 

400 401.5 Water -0.38 

510 513.6 Water -0.71 

650 648.2 Water 0.28 

770 771.6 Water -0.21 

910 916.4 Water -0.70 

1000 997.2 Water 0.28 

1180 1181.7 Water -0.14 

1320 1326.5 Water -0.49 

1510 1494 Water 1.06 

1700 1721 Water -1.24 

350 351.8 Sugar solution -0.51 

480 484.8 Sugar solution -1.00 

610 607.4 Sugar solution 0.43 

870 876.1 Sugar solution -0.70 

990 998.2 Sugar solution -0.83 

1250 1254.1 Sugar solution -0.33 

1470 1463.5 Sugar solution 0.44 

1650 1662.3 Sugar solution -0.75 

1780 1776.4 Sugar solution 0.20 

 Fig. 13. Input output performance of proposed technique 
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Fig. 14. Error performance of proposed technique 

Performance of the presented work in estimating the flow rate 
of the liquid is represented in Tab. 2. It is observed that the flow 
rate is estimated accurately with maximum root mean square error 
of 1.24 %.  Presented work is able to measure the flow rate inde-
terminate of fluid type within the maximum error of 21 lph without 
recalibrating the system for variation in fluid type. The plot of the 
error and input-output characteristics is depicted in Fig. 13 and 
Fig. 14. Characteristics shows linear behavior from the measure-
ment system.  

6.  CONCLUSION 

Flow measurement being one of the most widely used pro-
cess in any industries, need to be highly precise and accurate. It 
is also expected that the system should be robust and needs less 
recalibration for variations in parameters. Available contact type 
measurement techniques often interrupt the behavior of flow and 
also needed to be recalibrated for changes in liquid type. Liquid 
flow estimation technique from the vibration analysis of the struc-
ture was designed with an objective of accurately measuring the 
flow rate even with changes in liquid type was fulfilled. The tech-
nique was designed by processing the signal from accelerometer 
in the stages of amplification, filtering, Fourier transform and 
neural network modeling. Performance of the trained system was 
analyzed using practical setup, and results shows successful 
implementation with a tolerable root mean square error of 0.67%.  

From the characteristics displayed by the flow measurement 
system it is clear that, the instrument can be put in use for meas-
urement of flow under harsh environment when the fluid parame-
ter varies constantly. 
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AN INTERFACE CRACK WITH MIXED ELECTRO-MAGNETIC CONDITIONS  
AT IT FACES IN A PIEZOELECTRIC / PIEZOMAGNETIC BIMATERIAL  

UNDER ANTI-PLANE MECHANICAL AND IN-PLANE ELECTRIC LOADINGS 
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Abstract: An interface crack between two semi-infinite piezoelectric/piezomagnetic spaces under out-of-plane mechanical load  
and in-plane electrical and magnetic fields parallel to the crack faces is considered. Some part of the crack faces is assumed to be electri-
cally conductive and having uniform distribution of magnetic potential whilst the remaining part of the crack faces is electrically  
and magnetically permeable. The mechanical, electrical, and magnetic factors are presented via functions which are analytic in the whole 
plane except the crack region. Due to these representations the combined Dirichlet-Riemann and Hilbert boundary value problems  
are formulated and solved in rather simple analytical form for any relation between conductive and permeable zone lengths. Resulting  
from this solution the analytical expressions for stress, electric and magnetic fields as well as for the crack faces displacement jump  
are presented. The singularities of the obtained solution at the crack tips and at the separation point of the mention zones are investigated 
and the formulas for the corresponding intensity factors are presented. The influence of external electric and magnetic fields upon  
the mechanic, electric and magnetic quantities at the crack region are illustrated in graph and table forms. 

Keywords: Piezoelectromagnetic Material, Mode-III Interface Crack, Analytical Solution

1.  INTRODUCTION 

Piezoelectromagnetic materials are often used as functional 
parts of different engineering systems including sensors, trans-
ducers and actuators. However, existing micro-defects and partic-
ularly interface cracks can strongly reduce their strength. For this 
reason, interface cracks in piezoelectric and piezoelectomagnetic 
materials have been actively studying in the last several decades. 
A certain attention in this period was devoted to plane interface 
crack problem. Particularly, concerning piezoelectomagnetic ma-
terials this problem was developed in paper by Fan et al., (2009) 
and Feng et al., (2010). Different variants of electrical and mag-
netic conditions at the crack faces of an interface crack with a 
contact zone in a magnetoelectroelastic bimaterial under mechan-
ical, electric and magnetic loads were considered by Herrmann et 
al., (2010), Feng et al., (2011, 2012), and Ma et al., (2012). Addi-
tional accounting of thermal flux for an interface crack in a magne-
toelectroelastic bimaterial were performed in papers of Ma et al., 
(2011) and Feng et al., (2012). Modelling of the pre-fracture zone 
for an interface crack between two dissimilar magnetoelectroelas-
tic materials was done by Ma et al., (2013). The electrically im-
permeable and magnetically permeable conditions at the crack 
faces were considered in this paper. 

It is known (Parton and Kudryavtsev, 1988) that an in-plane 
electric or magnetic field induces the out-of-plane deformation for 
piezoelectric and piezoelectomagnetic material with certain direc-
tions of polarization. On this reason an investigation of such kind 

of deformation, particularly the mode III cracks, is more important 
for the mentioned materials than for electrically and magnetically 
passive ones. The mode III interface crack problem for dissimilar 
piezo-electromagneto-elastic bimaterial media with taking into 
account the electro-magnetic field inside the crack was investigat-
ed by Li and Kardomateas (2006) for impermeable and permeable 
crack models. A closed-form solution for anti-plane mechanical 
and in-plane electric and magnetic fields for a crack between two 
dissimilar magnetoelectroelastic materials was obtained in papers 
by Wang and Mai (2006, 2008) for the two extreme cases of an 
impermeable and a permeable crack. The anti-plane deformation 
of the multilayered piezomagnetic/piezoelectric composite with 
periodic interface cracks, subjected to in-plane magnetic or elec-
tric fields, was studied by Wan et al., (2012a) and Wan et al., 
(2012b) analyzed the mode III crack crossing the magnetoelectro-
elastic bimaterial interface under concentrated magnetoelectro-
mechanical loads. The behaviour of two collinear and also parallel 
symmetry and non-symmetric interface cracks in magneto–
electro–elastic materials under an anti-plane shear stress loading 
was by studied by Zhou et al., (2004, 2007a, 2009) with use of 
Schmidt method. The solutions of a limited-permeable crack or 
two collinear limited-permeable cracks in piezoelectric/ piezomag-
netic materials subjected to a uniform tension loading were inves-
tigated in paper by Zhou et al., (2007b) using the generalized 
Almansi’s theorem. Anti-plane problem for an impermeable 
or permeable interface crack between two dissimilar magneto-
electroelastic plates subjected to anti-plane mechanical and in-
plane magneto-electrical loads was investigated by Su and 

http://mbox2.i.ua/compose/1447649797/?cto=y8qiwMLCypvDqIp8z7%2BYqIKWm3u4t2O%2Frsc%3D
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Feng  (2008). Multiferroic interface fracture of piezomagnetic/ 
piezoelectric composite under magnetic and electric loadings was 
considered by Li and Lee (2010). Shi et al., (2013) investigated 
arc-shaped interface cracks between a functionally graded mag-
neto-electro-elastic layer and an orthotropic elastic substrate un-
der anti-plane shear load. Single and periodic mode-III cracks 
moving along the interface of piezoelectric-piezomagnetic bi-
material were considered by Chen et al., (2012) and Yue and Wan 
(2014), respectively. Also the case of a moving interface crack 
between magnetoelectroelastic and functionally graded elastic 
layers was studied by Hu and Chen (2014). An exact analytic 
solution to the anti-plane problem for a non-homogeneous bimate-
rial medium containing closed interfacial cracks, which faces can 
move relatively to each other with dry friction under the action of 
arbitrary single loading and also cyclic loading was considered by 
Sulym et al., (2015a, 2015b). A more detailed review of anti-plane 
crack problem investigation in piezoelectric/piezomagnetic bimate-
rials is presented in Govorukha et al., (2016). 

Temporary actuators and other electronic devices are often 
constructed with use of thin film electrodes sandwiched between 
piezoelectric layers. Such electrodes are usually prepared of a 
metal powder, conducting polymers etc. and do not change the 
mechanical properties of matrixes (Ru, 2000). Delamination of the 
mentioned electrodes leads to the appearance of conducting inter-
face cracks. For a plane case a conductive interface crack in a 
piezoelectric bimaterial was considered by Beom and Atluri (2002) 
and Loboda et al., (2014) for “open” and contact zone crack mod-
els, respectively. For an out-of-plane conductive interface crack 
the results of the papers Wang and Zhong (2002) and Wang et 
al., (2003) specifying the oscillating singularity at the crack tips are 
valid. However in many cases only some part of the crack faces 
can be conductive because of interface electrode delamination 
while on remaining part some other kind of electrical conditions 
can take place. Accounting of such mixed electrical conditions at 
the crack faces leads to more complicated problem than for uni-
form ones. The crack with mixed (conductive-permeable) condi-
tions at the crack faces was considered for a piezoelectric bimate-
rial by Lapusta et al., (2017). However, for a piezoelectric/ piezo-
magnetic bimaterials this important situation has not been studied 
before and it comprises the main subject of the present paper. In 
spite of this case is more complicated than the piezoelectric one, 
an exact solution of the problem was found. 

2. BASIC FORMULAS FOR PEMM (PIEZO-ELECTRO-
MAGNETIC MATERIAL) FOR ANTI-PLANE CASE 

The constitutive relations for the piezo-electro-magnetic mate-
rial are (Sih and Song, 2003): 

𝜎𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑠𝜀𝑘𝑠 − 𝑒𝑠𝑖𝑗𝐸𝑠 − ℎ𝑠𝑖𝑗𝐻𝑠 , 

𝐷𝑖 = 𝑒𝑖𝑘𝑠𝜀𝑘𝑠 + 𝛼𝑖𝑠𝐸𝑠 + 𝑑𝑖𝑠𝐻𝑠 ,  

𝐵𝑖 = ℎ𝑖𝑘𝑠𝜀𝑘𝑠 + 𝑑𝑖𝑠𝐸𝑠 + 𝛾𝑖𝑠𝐻𝑠 , 

where 𝜎𝑖𝑗 , 𝜀𝑖𝑗  – components of stress and strain tensors,  

𝐷𝑖 , 𝐵𝑖  – components of the electric and magnetic inductions,  
𝐸𝑖, 𝐻𝑖  – intensities of the electric and magnetic fields, 𝑐𝑖𝑗𝑘𝑠 – 

elastic, 𝑒𝑖𝑘𝑠  – piezoelectric, ℎ𝑖𝑘𝑠  – piezomagnetic, 𝑑𝑖𝑠  – electro-
magnetic constants, 𝛼𝑖𝑠, 𝛾𝑖𝑠 – electric and magnetic permeabili-
ties. 

The equilibrium equations in the absence of body forces and 

free charges are: 

𝜎𝑖𝑗,𝑗 = 0, 𝐷𝑖,𝑖 = 0, 𝐵𝑖,𝑖 = 0.  

The expressions for the deformation, electric and magnetic 
fields have the form: 

𝜀𝑖𝑗 =
1

2
(𝑢𝑖,𝑗 + 𝑢𝑗,𝑖), 𝐸𝑖 = −𝜙,𝑖, 𝐻𝑖 = −𝜓,𝑖,  

where 𝑢𝑖 – the components of the displacement vector, 𝜙, 𝜓 – 
the electric and magnetic potentials, comma means differentiation 
on the respective coordinate. 

In an anti-plane case we have:  

𝑢1 = 𝑢2 = 0, 𝑢3 = 𝑢3(𝑥1, 𝑥2),  

𝜙 = 𝜙(𝑥1, 𝑥2), 𝜓 = 𝜓(𝑥1, 𝑥2). 

Then, the constitutive relations take the form: 

(

𝜎3𝑖

𝐷𝑖

𝐵𝑖

) = 𝐑 (

𝑢3,𝑖

−ϕ,𝑖

−𝜓,𝑖

), 𝐑 = (

𝑐44 𝑒15 ℎ15

𝑒15 −𝛼11 −𝑑11

ℎ15 −𝑑11 −𝛾11

), 

where 𝑖 = 1,2. 
Introducing the vectors: 

𝐮 = [𝑢3, 𝜙, 𝜓]𝑇, 𝐭 = [𝜎32, 𝐷2, 𝐵2]𝑇 ,    (1) 

one can write 

𝐭 = 𝐑𝐮,2. (2) 

As the functions 𝑢3, 𝜙 and 𝜓 are harmonic, then taking into 
account (2), the following presentations are valid: 

𝐮 = Ф(𝑧) + Ф̅(𝑧̅), 

𝐭 = 𝐁Ф′(𝑧) + 𝐁̅Ф̅′(𝑧̅),  (3) 

where: Ф(𝑧) = [Ф1(𝑧), Ф2(z), Ф3(𝑧)]T – an arbitrary analyti-
cal vector-function of the complex variable 𝑧 = 𝑥1 + 𝑖𝑥2, 
𝐁 = 𝑖𝐑. 

3. FORMULATION OF THE PROBLEM AND BASIC 
FORMULAS FOR A BIMATERIAL COMPOUND 

Assume that the crack is located in the interval [𝑐, 𝑏] of the 
material separation line (Fig. 1). Suppose also that the section 
[𝑐, 𝑎] of the crack faces is covered with electrodes, which, more-
over, maintain a constant distribution of the magnetic field. It 
means that the conditions on this section can be written in the 
form: 

𝜎32
(1)

= 𝜎32
(2)

= 0, 𝐸1
(1)

= 𝐸1
(2)

= 0, 

𝐻1
(1)

= 𝐻1
(2)

= 0 for 𝑐 < 𝑥1 < 𝑎. (4) 

The remaining part of the crack is assumed to be free from 
electrodes. Therefore, because of the absence of the crack open-
ing in 𝑥2 direction this part of crack faces should be considered as 
electrically and magneto permeable. Thus, one gets the following 
conditions: 

𝜎32
(1)

= 𝜎32
(2)

= 0, ⟨𝐷2⟩ = 0, ⟨𝐵2⟩ = 0, 

⟨𝐸1⟩ = 0, ⟨𝐻1⟩ = 0 for 𝑎 < 𝑥1 < 𝑏, (5) 

where ⟨•⟩ means the jump of the function via material interface. 



DOI 10.2478/ama-2018-0046                                     acta mechanica et automatica, vol.12 no.4 (2018) 

303 

 

Fig. 1. A crack between two piezoelectromagnetic materials 

The crack described above may arise due to a soft multi-
layered electrode exfoliation, made of ferro-magnetic material, 

situated at the interval [𝑐, 𝑎], with the additional exfoliation of the 

interval [𝑎, 𝑏] of the non-electroded interface. Electric and mag-
netic conditions used in (4), (5) can be considered as a certain 
approximation of real conditions taking place at the interface crack 
faces in piezoelectromagnetic bimaterials. However in many cas-
es these conditions model electric and magnetic state at these 

faces with sufficient accuracy Wang and Mai (2008). It's also 

assumed, that the vector 𝑃∞ = [𝜎32
∞ , 𝐸1

∞, 𝐻1
∞]𝑇 is given at infini-

ty. 
Introducing the vectors: 

𝐯′ = [𝑢3′, 𝐷2, 𝐵  2
 ]𝑇 , 𝐏 = [𝜎32, 𝜙′, 𝜓′]𝑇  (6) 

(the derivatives in (6) are implicit on 𝑥1), on the basis of (3) we 
have: 

𝐯′ = 𝐌Ф′(𝑧) + 𝐌̅Ф̅′(𝑧̅), (7) 

𝐏 = 𝐍Ф′(𝑧) + 𝐍̅Ф̅′(𝑧̅), (8) 

where the matrixes 𝐌 and 𝐍 have the structure: 

𝐌 = (
1 0 0
𝐵21 𝐵22 𝐵23

𝐵31 𝐵32 𝐵33

), 𝐍 = (
𝐵11 𝐵12 𝐵13

0 1 0
0 0 1

). 

For a bimaterial compound the relations (7), (8) can be written 
in the form: 

𝐯′(𝑘) = 𝐌(𝑘)Ф′(𝑘)(𝑧) + 𝐌̅(𝑘)Ф̅′(𝑘)(𝑧̅), (9) 

𝐏(𝑘) = 𝐍(𝑘)Ф′(𝑘)(𝑧) + 𝐍̅(𝑘)Ф̅′(𝑘)(𝑧)̅, (10) 

where 𝑘 = 1 for the area 1 and 𝑘 = 2 for the area 2; 𝐌(𝑘) and 

𝐍(𝑘) are the matrixes 𝐌 and 𝐍 for the areas 1 and 2, respective-

ly; Ф(𝑘)(𝑧) are arbitrary vector-functions, analytic in the areas 
1 and 2, respectively. 

Next we require that the equality 𝑃(1) = 𝑃(2) holds true on 

the entire axis 𝑥1. Then it follows from (10): 

𝐍(1)Φ′(1)(𝑥1 + 𝑖0) + 𝐍̅(1)Φ′̅̅ ̅(1)(𝑥1 − 𝑖0) = 

= 𝐍(2)Φ′(2)(𝑥1 − 𝑖0) + 𝐍̅(2)Φ′̅̅ ̅(2)(𝑥1 + 𝑖0). (11) 

Here we have used the designation 𝐹(𝑥1 ± 𝑖0) = 𝐹±(𝑥1), 
which means the limit value of a function 𝐹(𝑧) at 𝑥2 → 0 from 
above or below, respectively. 

The equation (11) can be written as: 

𝐁(1)Ф′(1)(𝑥1 + 𝑖0) − 𝐁̅(2)Ф̅′(2)(𝑥1 + 𝑖0) = 

= 𝐁(2)Ф′(2)(𝑥1 − 𝑖0) − 𝐁̅(1)Ф̅′(1)(𝑥1 − 𝑖0). 

The left and right sides of the last equation can be considered 
as the boundary values of the functions: 

𝐍(1)Ф′(1)(𝑧) − 𝐍̅(2)Ф̅′(2)(𝑧) 

and: 

𝐍(2)Ф′(2)(𝑧) − 𝐍̅(1)Ф̅′(1)(𝑧), (12) 

which are analytic in the upper and lower planes, respectively. But 

it means that there is a function 𝛱(𝑧), which is equal to the men-
tioned functions in each half-plane and is analytic in the entire 
plane. 

Assuming 𝛱(𝑧)|𝑧→∞ → 0, on the basis of the Liouville theo-

rem we find that each of the functions (12) is equal to 0 for each 𝑧 
from the corresponding half-plane. Hence, we obtain: 

Ф̅′(2)(𝑧) = (𝐍̅(2))
−1

𝐍(1)Ф′(1)(𝑧) for 𝑥2 > 0, (13) 

Ф̅′(1)(𝑧) = (𝐍̅(1))
−1

𝐍(2)Ф′(2)(𝑧) for 𝑥2 < 0. (14) 

Further we find the jump of the following vector function: 

⟨𝐯′(𝑥1)⟩ = 𝐯′(1)(𝑥1 + 𝑖0) − 𝐯′(1)(𝑥1 − 𝑖0), (15) 

when passing through the interface. Finding from the formula (9): 

𝐯′(𝑘)(𝑥1 ± 𝑖0) = 𝐌(𝑘)Ф′(𝑘)(𝑥1 ± 𝑖0) + 𝐌̅(𝑘)Ф̅′(𝑘)(𝑥1 ∓ 𝑖0) 

and substituting in (15), one gets: 

⟨𝐯′(𝑥1)⟩ = 𝐌(1)Ф′(1)(𝑥1 + 𝑖0) + 𝐌̅(1)Ф̅′(1)(𝑥1 − 𝑖0) − 

−𝐌(2)Ф′(2)(𝑥1 − 𝑖0) − 𝐌̅(2)Ф̅′(2)(𝑥1 + 𝑖0). 

Determining further: 

Ф′(2)(𝑥1 − 𝑖0) = (𝐍(2))
−1

𝐍̅(1)Ф̅′(1)(𝑥1 − 𝑖0) 

from (14) and substituting this expression together with (13), at 

𝑥2 → +0, into the latest formula, leads to: 

⟨𝐯′(𝑥1)⟩ = 𝐃Ф′(1)(𝑥1 + 𝑖0) + 𝐃̅Ф̅′(1)(𝑥1 − 𝑖0), (16) 

where: 𝐃 = 𝐌(1) − 𝐌̅(2)(𝐍̅(2))
−1

𝐍(1). 

Introducing a new vector-function: 

 
   
 

 

1
2

1
2

 ,     0,

,      0

z x
z

z x



 

 





DΦ
W

DΦ
 (17) 

the expression (16) can be written as: 

⟨𝐯′(𝑥1)⟩ = 𝐖+(𝑥1) − 𝐖−(𝑥1). (18) 

From the relations (10) we have: 

𝐏(1)(𝑥1, 0) = 

𝐍(1)Ф′(1)(𝑥1 + 𝑖0) + 𝐍̅(1)Ф̅′(1)(𝑥1 − 𝑖0). (19) 

Taking into account that on the base of (17): 

Ф′(1)(𝑥1 + 𝑖0) = 𝐃−1𝐖(𝑥1 + 𝑖0), 

Ф̅′(1)(𝑥1 − 𝑖0) = −(𝐃̅−1)−1𝐖(𝑥1 − 𝑖0), 

and substituting these relations into (19), leads to: 

𝐏(1)(𝑥1, 0) = 𝐒𝐖+(𝑥1) − 𝐒̅𝐖−(𝑥1), (20) 
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where: 𝐒 = 𝐍(1)𝐃−1. From the last relations it follows that: 

𝐒 = [𝐌(1)(𝐍(1))
−1

− 𝐌̅(2)(𝐍̅(2))
−1

]
−1

. 

The representations (18) and (20) can be used for solving of 
anti-plane problems for bimaterials with cracks at the interface. 
However, we transform further these representations to the form, 
which is more convenient for the solution of the formulated prob-
lem. 

Consider the matrix 𝐋 = [𝐿1, 𝐿2, 𝐿3] and the composition: 

𝐋𝐏(1)(𝑥1, 0) = 𝐋𝐒𝐖+(𝑥1) − 𝐋𝐒̅𝐖−(𝑥1). (21) 

Denoting 𝐘 = [𝑌1, 𝑌2, 𝑌3] = 𝐋𝐒, we introduce the function: 

𝐹(𝑧) = 𝐘𝐖(𝑧). (22) 

Let's assume that 𝐋𝐒̅ = −𝛾𝐋𝐒 and transpose last equation for 
convenience. It gives: 

(𝛾𝐒𝑇 + 𝐒̅𝑇)𝐋𝑇 = 0. (23) 

This is an eigenvalue problem for finding an eigenvalue 𝛾 and an 

eigenvector 𝐋𝑇. The eigenvalues are the roots of the equation: 

det(𝛾𝐒𝑇 + 𝐒̅𝑇) = 0, (24) 

which we denote as 𝛾1, 𝛾2, 𝛾3. Eigenvectors Lj
T =

[𝐿j1, 𝐿j2, 𝐿j3]
T

 (𝑗 = 1,2,3), which correspond to the eigenval-

ues 𝛾j are found from the system (23). 

Denoting: 

𝐘𝑗 = 𝐋𝑗𝐒, (25) 

we obtain from (21): 

𝐋𝑗𝐏(1)(𝑥1, 0) = 𝐘𝑗𝐖+(𝑥1) + 𝛾𝑗𝐘𝑗𝐖−(𝑥1), 

or, taking into account (22), one gets: 

𝐋𝑗𝐏(1)(𝑥1, 0) = 𝐹𝑗
+(𝑥1) + 𝛾𝑗𝐹𝑗

−(𝑥1), (26) 

where: 

𝐹𝑗(𝑧) = 𝐘𝑗𝐖(𝑧). (27) 

Because 𝐅+(𝑥1) = 𝐅−(𝑥1) = 𝐅(𝑥1) for 𝑥1 ∉ (𝑐, 𝑏),  
we obtain from (26) the following condition at infinity: 

𝐹𝑗(𝑧)|
𝑧→∞

=
1

1+𝛾𝑗
(𝐿𝑗1𝜎32

∞ + 𝐿𝑗2𝐸1
∞ + 𝐿𝑗3𝐻1

∞). (28) 

It should be noted that for the considered class of piezoelec-

tric/piezomagnetic materials the matrix 𝐒 has the following struc-
ture: 

𝐒 = (

𝑖 𝑠11 𝑠12 𝑠13

𝑠21 𝑖 𝑠22 𝑖 𝑠23

𝑠31 𝑖 𝑠32 𝑖 𝑠33

), (29) 

where all 𝑠𝑘𝑙  (𝑘, 𝑙 = 1,2,3) are real. In this case the eigenvalues 
of the system (23) are: 

𝛾1 = 1, 𝛾2 =
𝛿+1

𝛿−1
, 𝛾3 =

𝛿−1

𝛿+1
, (30) 

where 𝑡1 = 𝑠21𝑠32𝑠13 + 𝑠12𝑠23𝑠31 − 𝑠31𝑠22𝑠13 − 𝑠12𝑠21𝑠33, 

𝑡2 = 𝑠11𝑠22𝑠33 − 𝑠23𝑠32𝑠11, 𝛿 = √𝑡2/𝑡1.  

The eigenvectors, corresponding to these eigenvalues are 
found from the system (23) and can be presented in the form: 

𝐋1 = [0,1, 𝜔13], 𝐋2 = [1, 𝑖𝜔22, 𝑖𝜔23], 

𝐋3 = [1, 𝑖𝜔32, 𝑖𝜔33], (31) 

where: 𝜔13 = −
𝑠21

𝑠31
, 𝜔22 =

𝜔

𝐷0
(𝑠12𝑠23 − 𝑠13𝑠32), 𝜔23 =

𝜔

𝐷0
(𝑠22𝑠13 − 𝑠23𝑠12), 𝜔32 = −𝜔22, 𝜔33 = −𝜔23, 𝜔 =

𝛾2+1

𝛾2−1
,  𝐷0 = 𝑠22𝑠33 − 𝑠23𝑠32. 

Taking into account the presentation (31) the relation (26) for 

𝑗 = 1,2 can be written in the form: 

𝐸1
(1)(𝑥1, 0) + 𝜔13𝐻1

(1)(𝑥1, 0) = 𝐹1
+(𝑥1) + 𝐹1

−(𝑥1), (32) 

𝜎32
(1)(𝑥1, 0) + 𝑖𝜔22𝐸1

(1)(𝑥1, 0) + 𝑖𝜔23𝐻1
(1)(𝑥1, 0) = 

= 𝐹2
+(𝑥1) + 𝛾2𝐹2

−(𝑥1). (33) 

From the equations (6), (18) and (27) one gets: 

𝑌𝑗1⟨𝑢3′(𝑥1, 0)⟩ + 𝑌𝑗2⟨𝐷2(𝑥1, 0)⟩ + 𝑌𝑗3⟨𝐵2(𝑥1, 0)⟩ = 

= 𝐹𝑗
+(𝑥1) − 𝐹𝑗

−(𝑥1). (34) 

It follows from analysis of (29) and (31) that for the considered 

class of materials 𝑌11 = 0, 𝑌𝑗𝑘  are real and 𝑌1𝑘 , 𝑌𝑗1 are pure 

imaginary. Therefore, introducing the following designations 

𝜂1𝑘 = −𝑖𝑌1𝑘 , 𝜂𝑗1 = −𝑖𝑌𝑗1, 𝜂𝑗𝑘 = 𝑌𝑗𝑘  (𝑗, 𝑘 = 2,3) the Eq. (34) 

for 𝑗 = 1,2 can be written in the form: 

𝑖𝜂12⟨𝐷2(𝑥1, 0)⟩ + 𝑖𝜂13⟨𝐵2(𝑥1, 0)⟩ = 𝐹1
+(𝑥1) − 𝐹1

−(𝑥1), (35) 

𝑖𝜂21⟨𝑢3′(𝑥1, 0)⟩ + 𝜂22⟨𝐷2(𝑥1, 0)⟩ + 𝜂23⟨𝐵2(𝑥1, 0)⟩ = 

= 𝐹2
+(𝑥1) − 𝐹2

−(𝑥1). (36) 

It's important that all 𝜔𝑖𝑗  and 𝜂𝑖𝑗  in Eqs. (32), (33) and (35), 

(36) are real. 

4. FORMULATION AND SOLUTION OF THE PROBLEMS  
OF LINER RELATIONSHIP 

Satisfying the conditions (14) with use of (33), one gets: 

𝐹2
+(𝑥1) + 𝛾

2
𝐹2

−(𝑥1) = 0 for 𝑐 < 𝑥1 < 𝑎. (37) 

Satisfying further the conditions (15) by using (33) and (36), 
we obtain: 

Re[𝐹2
+(𝑥1) + 𝛾2𝐹2

−(𝑥1)] = 0, 

Re[𝐹2
+(𝑥1) − 𝐹2

−(𝑥1)] = 0 for 𝑎 < 𝑥1 < 𝑏. 

The last equation can be written in the form: 

Re𝐹2
±(𝑥1) = 0   for 𝑎 < 𝑥1 < 𝑏.         (38) 

The equations (37), (38) form the combined Dirichlet-Riemann 
boundary value problem. To solve this problem we introduce the 
following substitution: 

𝐹2 (𝑧) = 𝑖Φ2(𝑧)          (39) 

and Eqs. (37), (38) attain the form: 

Φ2
+(𝑥1) + 𝛾

2
Φ2

−(𝑥1) = 0, 𝑐 < 𝑥1 < 𝑎, 

ImΦ2
+(𝑥1) = 0, 𝑎 < 𝑥1 < 𝑏. (40) 
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On the base of (28) and (39) the conditions at infinity can be 
presented in the form:  

Φ2(𝑧)|𝑧→∞ = 𝐸̃2 + 𝐻2 − 𝑖𝜎̃32
(1)

, (41) 

where 𝐸̃2 =
𝜔22

1+𝛾2
𝐸1

∞, 𝐻2 =
𝜔23

1+𝛾2
𝐻1

∞, 𝜎̃32
(2)

=
𝜎32

∞

1+𝛾2
. 

Considering the results of Nahmein and Nuller (1986) and 

Kozinov et al., (2013) the solution of the problem (40) under the 
conditions at infinity (41) has the following form: 

Φ2(𝑧) = 𝑃(𝑧)𝑋1(𝑧) + 𝑄(𝑧)𝑋2(𝑧), (42) 

where: 𝑃(𝑧) = 𝐶1𝑧 + 𝐶2, 𝑄(𝑧) = 𝐷1𝑧 + 𝐷2, 𝑙 = 𝑏 − 𝑐, 

𝑋1(𝑧) =
𝑖𝑒𝑖𝜒(𝑧)

√(𝑧 − 𝑐)(𝑧 − 𝑏)
, 𝑋2(𝑧) =

𝑒𝑖𝜒(𝑧)

√(𝑧 − 𝑐)(𝑧 − 𝑎)
, 

𝜒(𝑧) = 2𝜀2ln
√(𝑏−𝑎)(𝑧−𝑐)

√𝑙(𝑧−𝑎)+√(𝑎−𝑐)(𝑧−𝑏)
, 𝜀2 =

1

2𝜋
ln𝛾2, 

𝐶1 = −𝜎̃32cos𝛽 − (𝐸̃2 + H̃2)sin𝛽, 𝐶2 = −
𝑐+𝑏

2
𝐶1 − 𝛽1𝐷1, 

 𝐷1 = (𝐸̃2 + H̃2)cos𝛽 − 𝜎̃32sin𝛽, 𝐷2 = 𝛽1𝐶1 −
𝑐+𝑎

2
𝐷1. 

In the above relations: 

𝛽 = 𝜀2ln
1−√1−𝜆

1+√1−𝜆
, 𝛽1 = 𝜀2√(𝑎 − 𝑐)(𝑏 − 𝑐), 𝜆 = (𝑏 − 𝑎)/𝑙. 

Using presentation (33) one can write: 

𝜎32

(1)(𝑥1, 0) + 𝑖𝜔22𝐸1

(1)(𝑥1, 0) + 𝑖𝜔23𝐻1

(1)(𝑥1, 0) = 

= 𝑖[Φ2
+(𝑥1) + 𝛾2Φ2

−(𝑥1)]. (43) 

The stress 𝜎32
(1)(𝑥1, 0) can be found from (43), however only 

the combination of 𝐸1
(1)(𝑥1, 0) and 𝐻1

(1)(𝑥1, 0) can be obtained 

as imaginary part of this expression. To find the mentioned values 
separately consider the expressions (32) and (35). 

Satisfying with use of (32) to second and third boundary con-
ditions of (4) one arrives at the following equation: 

𝐹1
+(𝑥1) + 𝐹1

−(𝑥1) = 0 for 𝑐 < 𝑥1 < 𝑎.              (44) 

Due to second and third boundary conditions of (5) the func-

tion 𝐹1(𝑧) is analytic in the whole plane except the segment 
[𝑐, 𝑎]. Taking this fact into account, the solution of Eq. (44) can 
be presented in the form Muskhelishvili (1977): 

𝐹1(𝑧) =
𝑐0+𝑐1𝑧

√(𝑧−𝑐)(𝑧−𝑎)
, 

where 𝑐0 and 𝑐1 are arbitrary constants. Determining these con-

stants from the condition at infinity 𝐹1(𝑧)|𝑧→∞ = 0.5(𝐸1
∞ +

𝜔13𝐻1
∞), which follows from (32), and from the requirement of 

single valuedness of displacements, one gets: 

𝐹1(𝑧) = (𝐸1
∞ + 𝜔13𝐻1

∞)
𝑧−(𝑎+𝑐)/2

2√(𝑧−𝑐)(𝑧−𝑎)
. (45) 

Using the solutions (42), (45) and the presentations (35), (36), 

we get the following system for 𝑢3, 𝐷2, 𝐵2 determination at 

𝑥1 ∈ (𝑐, 𝑎): 

𝑖𝜂21⟨𝑢′3(𝑥1, 0)⟩ + 𝜂22⟨𝐷2(𝑥1, 0)⟩ + 𝜂23⟨𝐵2(𝑥1, 0)⟩ = 

= 𝑖√𝛼 [
𝑃(𝑥1)

√𝑏−𝑥1
− 𝑖

𝑄(𝑥1)

√𝑎−𝑥1
]

exp[𝑖𝜒∗(𝑥1)]

√𝑥1−𝑐
,        (46) 

𝑖𝜂12⟨𝐷2(𝑥1, 0)⟩ + 𝑖𝜂13⟨𝐵2(𝑥1, 0)⟩ = 

= (E1
∞ + m13H1

∞) ⋅
x1−(a+c)/2

√(x1−c)(x1−a)
, (47) 

where: 𝛼 =
(1+𝛾2)2

4𝛾2
,  

 𝜒∗(𝑥1) = 2𝜀2ln [
√(𝑏−𝑎)(𝑥1−𝑐)

√(𝑏−𝑐)(𝑎−𝑥1)+√(𝑎−𝑐)(𝑏−𝑥1)
]. 

From Eq. (46) one gets the following expression for the dis-
placement jump at the segment (𝑐, 𝑎): 

⟨𝑢′3(𝑥1, 0)⟩ =
2√𝛼

𝜂21√𝑥1−𝑐
(

𝑃(𝑥1)cos𝜒∗(𝑥1)

√𝑏−𝑥1
+

𝑄(𝑥1)sin𝜒∗(𝑥1)

√𝑎−𝑥1
)  

Integrating this equation, one arrives at: 

⟨𝑢3(𝑥1, 0)⟩ = ∫ [
2√𝛼

𝜂21√𝑡 − 𝑐
(

𝑃(𝑡)cos𝜒∗(𝑡)

√𝑏 − 𝑡
+

𝑥1

𝑐

 

+
𝑄(𝑡)sin𝜒∗(𝑡)

√𝑎−𝑡
)]  𝑑𝑡 , 𝑐 < 𝑥1 < 𝑎.    (48) 

and also the real part of (46) and imaginary part of (47) lead to the 

following system of equations at the interval 𝑥1 ∈ (𝑐, 𝑎): 

𝜂12⟨𝐷2(𝑥1, 0)⟩ + 𝜂13⟨𝐵2(𝑥1, 0)⟩ = 

= −(𝐸1
∞ + 𝜔13𝐻1

∞) ⋅
𝑥1−(𝑎+𝑐)/2

√(𝑥1−𝑐)(𝑎−𝑥1)
, 

𝜂22⟨𝐷2(𝑥1, 0)⟩ + 𝜂23⟨𝐵2(𝑥1, 0)⟩ = 

= −
𝑃2(𝑥1)

√𝑏−𝑥1
sin𝜒∗ (𝑥1) +

𝑄2(𝑥1)

√𝑎−𝑥1
cos𝜒∗ (𝑥1). (49) 

From this system the expressions for ⟨𝐷2(𝑥1, 0)⟩ and 
⟨𝐵2(𝑥1, 0)⟩ at the interval (𝑐, 𝑎) can be easily found. 

With use of (42), it follows from (33) for 𝑥1 > 𝑏: 

𝜎32
(1)(𝑥1, 0) + 𝑖 (𝜔22𝐸1

(1)(𝑥1, 0) + 𝜔23𝐻1
(1)(𝑥1, 0)) = 

= 𝑖 [
𝑄(𝑥1)

√𝑥1−𝑎
+

𝑖𝑃(𝑥1)

√𝑥1−𝑏
]

(1+𝛾2)exp[𝑖𝜒(𝑥1)]

√𝑥1−𝑐
. 

From this equation the expression for the stress at the crack 
continuation can be written in the form: 

𝜎32
(1)(𝑥1, 0) = −(1 + 𝛾2) (

𝑄(𝑥1)

√𝑥1 − 𝑎
⋅

sin[𝜒(𝑥1)]

√𝑥1 − 𝑐
+ 

+
𝑃(𝑥1)

√𝑥1−𝑏
⋅

cos𝜒(𝑥1)

√𝑥1−𝑐
)   , 𝑥1 > 𝑏. (50) 

For electrical and magnetic fields at the crack continuation 

𝑥1 > 𝑏  one arrives at the following system: 

𝐸1
(1)(𝑥1, 0) + 𝜔13𝐻1

(1)(𝑥1, 0) = 

= (𝐸1
∞ + 𝑚13𝐻1

∞)
𝑥1−(𝑎+𝑐)/2

√(𝑥1−𝑐)(𝑥1−𝑎)
, (51) 

𝜔22𝐸1
(1)(𝑥1, 0) + 𝜔23𝐻1

(1)(𝑥1, 0) = 

=
(1+𝛾2)

√𝑥1−𝑐
⋅ (

𝑄(𝑥1)

√𝑥1−𝑎
cos[𝜒(𝑥1)] −

𝑃(𝑥1)

√𝑥1−𝑏
sin[𝜒(𝑥1)]). (52) 

From the last system the expressions for 𝐸1
(1)(𝑥1, 0)  

and 𝐻1
(1)(𝑥1, 0) at 𝑥1 > 𝑏 can be easily found. 

Consider now the interval (𝑎, 𝑏). Taking into account that  
at this interval (Herrmann and Loboda, 2003): 
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𝑋1
±(𝑥1) =

±𝑒±𝜒0(𝑥1)

√(𝑥1−𝑐)(𝑏−𝑥1)
,  𝑋2

±(𝑥1) =
𝑒±𝜒0(𝑥1)

√(𝑥1−𝑐)(𝑥1−𝑎)
, 

where: 𝜒0(𝑥1) = 2𝜀2tan−1√
(𝑎−𝑐)(𝑏−𝑥1)

(𝑏−𝑐)(𝑥1−𝑎)
 and using (42), one 

can write 

Φ2
±(𝑥1) = ±

𝑒±𝜒0(𝑥1)𝑃 (𝑥1)

√(𝑥1−𝑐)(𝑏−𝑥1)
+

𝑒±𝜒0(𝑥1)𝑄 (𝑥1)

√(𝑥1−𝑐)(𝑥1−𝑎)
. (53) 

Substituting (53) into (36), (39) and taking into account that 
⟨𝐷2(𝑥1, 0)⟩ = 0, ⟨𝐵1(𝑥1, 0)⟩ = 0  at (𝑎, 𝑏) we obtain the fol-
lowing expression for the displacement jump: 

⟨𝑢′3(𝑥1, 0)⟩ =
2

𝜂21√𝑥1 − 𝑐
(

𝑃(𝑥1)

√𝑏 − 𝑥1

cosh𝜒0(𝑥1) + 

+
𝑄(𝑥1)

√𝑥1−𝑎
sinh𝜒0(𝑥1))   , 𝑎 < 𝑥1 < 𝑏. 

Integrating this equation, one arrives at:  

⟨𝑢3(𝑥1, 0)⟩ = ∫ [
2

𝜂21√𝑡 − 𝑐
(

𝑃(𝑡)

√𝑏 − 𝑡
cosh𝜒0(𝑡) +

𝑥1

𝑏

 

+
𝑄(𝑡)

√𝑡−𝑎
sinh𝜒0(𝑡))] 𝑑𝑡, 𝑎 < 𝑥1 < 𝑏. (54) 

The formulas (32), (33) give for 𝑎 < 𝑥1 < 𝑏 the equation (51) 
and the following expression: 

𝜔22𝐸1
(1)(𝑥1, 0) + 𝜔23𝐻1

(1)(𝑥1, 0) = 

=
𝑃(𝑥1)

√(𝑥1 − 𝑐)(𝑏 − 𝑥1)
(𝑒𝜒0(𝑥1) − 𝛾2𝑒−𝜒0(𝑥1)) + 

+
Q(𝑥1)

√(𝑥1−𝑐)(𝑥1−𝑎)
(𝑒𝜒0(𝑥1) + 𝛾2𝑒−𝜒0(𝑥1)). (55) 

From the system (51), (55) the expressions for 𝐸1
(1)(𝑥1, 0) 

and 𝐻1
(1)(𝑥1, 0) at 𝑎 < 𝑥1 < 𝑏 can be easily found. 

5. STRESS, ELECTRIC AND MAGNETIC INTENSITY 
FACTORS 

Analysis of the formulas (47)-(49) and (52), (53) shows that 

the stress 𝜎32
(1)(𝑥1, 0) is singular for 𝑥1 → 𝑏 + 0, 𝐸1

(1)(𝑥1, 0), 

𝐻1
(1)(𝑥1, 0) are singular for 𝑥1 → 𝑎 + 0 and 𝑥1 → 𝑏 − 0, and 

also ⟨𝐷2(𝑥1, 0)⟩, ⟨𝐵2(𝑥1, 0)⟩ are singular for 𝑥1 → 𝑎 − 0. In all 
mentioned cases, a square root singularity takes place. Therefore, 
introducing the following stress and electrical intensity factors 
(IFs): 

𝐾3 = lim
𝑥1→𝑏+0

√2𝜋(𝑥1 − 𝑏)𝜎32(𝑥1, 0), 

𝐾𝐸
𝑎 = lim

𝑥1→𝑎+0
√2𝜋(𝑥1 − 𝑎)𝐸1

(1)(𝑥1, 0), 

𝐾𝐻
𝑎 = lim

𝑥1→𝑎+0
√2𝜋(𝑥1 − 𝑎)𝐻1

(1)(𝑥1, 0), 

𝐾𝐸
𝑏 = lim

𝑥1→𝑏−0
√2𝜋(𝑏 − 𝑥1)𝐸1

(1)(𝑥1, 0), 

𝐾𝐻
𝑏 = lim

𝑥1→𝑏−0
√2𝜋(𝑏 − 𝑥1)𝐻1

(1)(𝑥1, 0),  

𝐾𝐷
𝑎 = lim

𝑥1→𝑎−0
√2𝜋(𝑎 − 𝑥1)⟨𝐷2(𝑥1, 0)⟩, 

𝐾𝐵
𝑎 = lim

𝑥1→𝑎−0
√2𝜋(𝑎 − 𝑥1)⟨𝐵2(𝑥1, 0)⟩ 

and using formulas (50), (51), (55) and (48), (49), one obtains: 

𝐾3 = −
(1+𝛾2)√2𝜋

√𝑏−𝑐
𝑃(𝑏),  

𝐾𝐸
𝑎 + 𝜔13𝐾𝐻

𝑎 = √
𝜋(𝑎−𝑐)

2
(𝐸1

∞ + 𝜔13𝐻1
∞), 

𝜔22𝐾𝐸
𝑎 + 𝜔23𝐾𝐻

𝑎 = √
2𝜋

𝑎−𝑐
(1 + 𝛾2)𝑄(𝑎), (56) 

𝐾𝐸
𝑏 + 𝜔13𝐾𝐻

𝑏 = 0, 

𝜔22𝐾𝐸
𝑏 + 𝜔23𝐾𝐻

𝑏 = √
2𝜋

𝑏−𝑐
(1 − 𝛾2)𝑃(𝑏), (57) 

𝜂12𝐾𝐷
𝑎 + 𝜂13𝐾𝐵

𝑎 = −(𝐸1
∞ + 𝜔13𝐻1

∞)√𝜋(𝑎 − 𝑐)/2,  

𝜂22𝐾𝐷
𝑎 + 𝜂23𝐾𝐵

𝑎 = √2𝜋𝑄(𝑎). (58) 

Substituting the expressions for 𝑃(𝑏) from (42), we obtain the 
following formula: 

𝐾3 = √
𝜋𝑙

2
{−𝜎32

∞𝑐𝑜𝑠𝛽 − (𝜔22𝐸1
∞ + 𝜔23𝐻1

∞)𝑠𝑖𝑛𝛽 − 

−2𝜀2√1 − 𝜆[−𝜎32
∞𝑠𝑖𝑛𝛽 + (𝜔22𝐸1

∞ + 𝜔23𝐻1
∞)𝑐𝑜𝑠𝛽]}.(59) 

The intensity factors 𝐾𝐸
𝑎 and 𝐾𝐻

𝑎, 𝐾𝐸
𝑏 and 𝐾𝐻

𝑏, 𝐾𝐷
𝑎 and 𝐾𝐵

𝑎 
can be found from the systems (56), (57), (58), respectively. 

At the left crack tip 𝑐, an oscillating singularity takes place. 
Such singularity for a conductive interface crack in an anti-plane 
case of a piezoelectric material has been already analyzed in 
papers by Wang et al., (2003) and Wang and Zhong (2002). For 
this reason, we do not pay special attention to this singularity 
here. At the right crack tip, the same oscillating singularity will take 

place only if 𝑎 = 𝑏, i.e. if the permeable part of the crack is ab-
sent. In a more general case, which is studied in this paper, i.e. for 
zone [𝑎, 𝑏] having nonzero length, the previously mentioned 

oscillating singularity at the point 𝑎 = 𝑏 transforms into two 

square root singularities at two different points a and b with inten-
sity factors defining by Eqs. (56)-(59). Similar situation has been 
studied for an antiplane case of a piezoelectric material by 
Lapusta et al., (2017) and also it is similar to the case of a friction-
less contact zone at the interface crack tip for a plane problem 
(Comninou, 1977). 

6. NUMERICAL REALIZATION 

For the numerical analysis the materials with the following 
characteristics (Sih and Song, 2003) were chosen: 

с44
(1)

= 43.7 ⋅ 109[𝑃𝑎], 𝑒15

(1)
= 17[𝐶/𝑚2], 

 𝛼11
(1)

= 15.1 ⋅ 10−9 [
𝐶

𝑉⋅𝑚
],     𝑑11

(1)
= 0,   ℎ15

(1)
= 165 [

𝑁

𝑎⋅𝑚
], 

𝛾
11

(1)
= 180.5 ⋅ 10−6 [

𝑁⋅𝑠2

𝐶2 ],   с44
(2)

= 42.47 ⋅ 109[𝑃𝑎], 

𝑒15

(2)
= −0.48[𝐶/𝑚2],    𝛼11

(2)
= 0.0757 ⋅ 10−9 [

𝐶

𝑉⋅𝑚
], 

𝑑11
(2)

= 0, ℎ15
(2)

= 385 [
𝑁

а⋅𝑚
], 𝛾

11

(2)
= 414.5 ⋅ 10−6 [

𝑁⋅𝑠2

𝐶2 ]  
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and 𝑐 = −0.01m, 𝑏 = 0.01 m, 𝜆 = 0,1. 

 

 

Fig. 2. The displacement jump at the segment [𝑐, 𝑏]  

            for 𝐸1
∞ = 9 ⋅ 103[𝑉/𝑚], 𝐻1

∞ = 0 (a) 

            and 𝐸1
∞ = 0, 𝐻1

∞ = 1.7 ⋅ 104[𝐴/𝑚] (b) 

 

 

Fig. 3. The displacement jump at the segment [𝑐, 𝑏] for different  

           vaues of 𝐻1
∞[𝐴/𝑚] (a) and 𝐸1

∞[𝑉/𝑚](b) 

The crack sliding for 𝐸1
∞ = 9 ⋅ 103[𝑉/𝑚], 𝐻1

∞ = 0 and 
𝐸1

∞ = 0, 𝐻1
∞ = 1.7 ⋅ 104[𝐴/𝑚] and different values of 

𝜎32
∞[𝑃𝑎] are presented in Figures 2a and 2b, respectively. It can 

be seen from these Figures that even for zero mechanical loading 

𝜎32
∞  the crack faces slide with respect to each other due to non-

zero electric (Fig. 2a) or magnetic (Fig. 2b) fields.  

The crack sliding for 𝜎32
∞ = 2 ⋅ 106[𝑃𝑎] and different values 

of 𝐻1
∞[𝐴/𝑚] and 𝐸1

∞[𝑉/𝑚] are presented in Figs. 3a and 3b, 
respectively. 

It should be mention that the oscillating singularity takes place 
at the left crack tip. However for the presented model of the crack 
sliding the oscillating singularity is physically admissible because 
the faces can slide relative to each other in any direction. One of 
the appearances the negative crack faces jump (analogy of the 
oscillating singularity) can be seen for the lower lines at the left 
crack tip in Fig. 3a.  

 
Fig. 4. The variation of the electric 𝐸1

(1)(𝑥1, 0) (a) and magnetic 

           𝐻1
(1)(𝑥1, 0) (b) fields along the electro-magnetically permeable 

           crack region (𝑎, 𝑏) 

The variation of the electric 𝐸1
(1)(𝑥1, 0) and magnetic 

𝐻1
(1)(𝑥1, 0) fields along the electro-magnetically permeable crack 

region (𝑎, 𝑏) are shown in Figs. 4a and 4b, respectively, for 

𝜆 = 0.1, 𝜎32
∞ = 106[𝑃𝑎], E1

∞ = 0 and different values of 

𝐻1
∞[𝐴/𝑚]. It is seen from these figures that 𝐸1

(1)(𝑥1, 0) and 

𝐻1
(1)(𝑥1, 0) is almost equal to 0 for 𝐸1

∞ = 0 and 𝐻1
∞ = 0, but 

they become rather large for a nonzero external magnetic field. 

Besides, 𝐸1
(1)(𝑥1, 0) and 𝐻1

(1)(𝑥1, 0) are singular at both ends 

of the segment [𝑎, 𝑏]. 
Consider further the behavior of mechanic, electric and mag-

netic values at the crack continuation. Fig. 5 show the stress 

𝜎32
(1)(𝑥1, 0) variations in this zone for 𝐸1

∞ = 9 ⋅ 103[𝑉/𝑚], 
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𝐻1
∞ = 0 (a) and 𝐸1

∞ = 0, 𝐻1
∞ = 1.7 ⋅ 104[𝐴/𝑚] (b) and dif-

ferent values of 𝜎32
∞[𝑃𝑎]. 

 

Fig. 5. The stress 𝜎32
(1)(𝑥1, 0) variations on (𝑎, 𝑏)  

            for 𝐸1
∞ = 9 ⋅ 103[𝑉/𝑚], 𝐻1

∞ = 0 (a) and 𝐸1
∞ = 0,  

            𝐻1
∞ = 1.7 ⋅ 104[𝐴/𝑚] (b) and different values of 𝜎32

∞  

 

 

Fig. 6. The variation of the electric 𝐸1
(1)(𝑥1, 0) (a) and magnetic 

           𝐻1
(1)(𝑥1, 0) (b) fields along the crack continuation 𝑏 > 0  

            for 𝜆 = 0.1, 𝜎32
∞ = 106[𝑃𝑎], 𝐸1

∞ = 0 and different values  

            of 𝐻1
∞ 

The variation of the electric 𝐸1
(1)(𝑥1, 0) and magnetic 

𝐻1
(1)(𝑥1, 0) fields along the crack continuation 𝑏 > 0 are shown 

in Figs. 6a and 6b, respectively, for 𝜆 = 0.1, 𝜎32
∞ = 106[𝑃𝑎], 

𝐸1
∞ = 0 and different values of 𝐻1

∞[𝐴/𝑚]. It is seen from these 

figures that 𝐻1
(1)(𝑥1, 0) is almost equal to 0 for 𝐸1

∞ = 0 and 

𝐻1
∞ = 0, but 𝐸1

(1)(𝑥1, 0) decreases on modulus while 

𝐻1
(1)(𝑥1, 0) increases with growing of 𝐻1

∞. 

Variations of the normalized stress intensity factor (SIF) 𝐾3 is 

shown in Tables 1 for 𝜎32
∞ = 106[𝑃𝑎], 𝐸1

∞ = 0 and different 
values of 𝜆 and 𝐻1

∞. It can be seen that for each 𝜆 the decreasing 

of magnetic field 𝐻1
∞ (growing it on modules) leads to decreasing 

of the SIF 𝐾3 and even to turning it into zero for 𝜆 = 0.1 and 
𝐻1

∞ = −18742[𝐴/𝑚]. It means that electric and magnetic 
fields can be used for governing of the SIF and decreasing the 
probability of fracture. 

Tab. 1. Variations of the normalized stress intensity factor (SIF) 𝐾3 

  

H  
0.1 0.2 0.3 

0 177676. 181031. 181731. 

-5000 130277. 150716. 160997. 

-10000 82877.8 120401. 140263. 

-15000 35478.5 90086. 119529. 

-18742.6 0.0 67394.7 104009. 

To control the obtained analytical solution the numerical  
experiment has been performed. The finite sized body composed 
of two piezoelectric parallelepipeds −30𝑚𝑚 ≤ 𝑥1 ≤ 30𝑚𝑚, 

0 ≤ 𝑥2 ≤ 20𝑚𝑚, 0 ≤ 𝑥3 ≤ 180𝑚𝑚 and −30𝑚𝑚 ≤ 𝑥1 ≤
30𝑚𝑚, −20𝑚𝑚 ≤ 𝑥2 ≤ 0, 0 ≤ 𝑥3 ≤ 180𝑚𝑚 with the 
same piezoelectric material parameters as above is considered.  
A crack in the region −10𝑚𝑚 ≤ 𝑥1 ≤ 10𝑚𝑚, 𝑥2 = 0, 

0 ≤ 𝑥3 ≤ 180𝑚𝑚 is situated. It is assumed that for 

−10𝑚𝑚 ≤ 𝑥1 ≤ 5𝑚𝑚 the faces of the crack are conductive 
while in the remaining part they are permeable. The lower bound-

ary 𝑥2 = −20𝑚𝑚 was fixed while to the upper one 𝑥2 =

20𝑚𝑚 the uniformly distributed shear stress 𝜎32
(1)(𝑥1, 20) =

10𝑀𝑃𝑎 was applied. The finite element ABAQUS code was used 
for the solution of this problem. The mesh grinding at the crack 
tips was done. As a result of this solution the maximum value of 
the crack sliding at the point 𝑥1 = 𝑥2 = 0, 𝑥3 = 90𝑚𝑚 turned 

out to be 4.93 × 10−4𝑚𝑚. Analytical analysis performing for the 
same loading, materials, conducting and permeable zone lengths 
gave the result 4.61 × 10−4 mm for the crack sliding at the 
same point. Taking into account that we compared the results for 
finite size domain (with a crack 3 times shorter than the width of 
the compound) and for infinite domain, the obtained error in 
6.51% can be considered as quite satisfactory. Therefore, this 
numerical test confirms the validity of the analytical approach 
developed in this paper.  

7. CONCLUSIONS 

An interface crack 𝑐 ≤ 𝑥1 ≤ 𝑏, 𝑥2 = 0 between two semi-

infinite piezoelectric/piezomagnetic spaces 𝑥2 > 0 and 𝑥2 < 0 
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under out-of-plane mechanical load and in-plane electrical and 
magnetic fields parallel to the crack faces is considered. The part 
(𝑐, 𝑎) of the crack (𝑎 ≤ 𝑏) faces is assumed to be electrically 
conductive and having uniform distribution of magnetic potential 
on it faces. The remaining part of the crack faces is electrically 
and magnetically permeable. Such situation can occur because of 
a soft multi-layered electrode exfoliation, made of ferromagnetic 
material, situated at the interval [𝑐, 𝑎], with additional exfoliation 

of the interval [𝑎, 𝑏] of the non-electroded interface. The consid-
ered problem involves the mixed electric and magnetic conditions 
at the crack faces and is much more complicated than the tradi-
tional formulation of the interface crack problem for a conductive 
crack. 

The presentations (32), (33) and (35), (36) were formulated for 
mechanical, electrical, and magnetic factors via a functions which 
are analytic in the whole plane except the crack region. With these 
representations the combined Dirichlet-Riemann boundary value 
problem (37), (38) and Hilbert problem (44) are formulated and 
solved in the form of relatively simple analytical formulas for any 

position of the point a. Due to this solution analytical expressions 
for stress, electric and magnetic fields as well as for the crack 
faces displacement jump are presented. The singularities of the 

obtained solution at the points a and b are investigated and the 
formulas for the corresponding intensity factors are presented. In 
Figures 2-6 the variations of the mechanic, electric and magnetic 
quantities along the appropriate parts of the interface are illustrat-
ed for certain materials combinations and for certain positions of 

the point a. The stress intensity factor corresponding to the results 
of Figs. 2-6 are given in Tab. 1.  

The results of analytical and numerical analysis showed that 
both electric and magnetic fields essentially influence the mechan-
ical, electrical and magnetic fields at the crack tip. It follows from 
this results that the mentioned fields can be used for decreasing 
of the stress intensity factor and consequently for the decreasing 
of failure dangerous of electronic devices working under the action 
of the mention fields. 
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Abstract: The new methods of statistical analysis of heart rhythm were developed based on its generalized mathematical model in a form 
of random rhythm function, that allows to increase the informativeness and detailed analysis of heart rhythm in cardiovascular information 
systems. Three information criteria (BIC, AIC and AICc) were used to determine the cumulative distribution functions that best describe  
the sample and to assess the unknown parameters of distributions. The usage of the rhythm function to analyse heart rhythm allows to 
consider much better its time structure that is the basis to improve the accuracy of diagnosis of cardiac rhythm.  

Key words: Mathematical Model, Heart Rhythm, Statistical Analysis, Diagnosis, Information System

1. INTRODUCTION 

The study of heart rhythm is one of the most promising non-
invasive methods of diagnosis of the cardiovascular system and 
the adaptive capacity of the human body, since it is a sensitive 
indicator of the degree of concordance and order in the function-
ing of the human body as an integral system (Akaike, 1974; 
Ciucurel et al., 2018; Evaristo et al., 2018; Fumagalli et al., 2018; 
Gadhoumi et al., 2018; Galeotti and Scully, 2018). 

Analysis of heart rhythm allows to perform early diagnostics 
of abnormal fetal, to identify autonomic neuropathy in diabetic 
patients, to assess the risk of death after myocardial infarction, to 
determine the measure of tension of human body regulatory 
process state, etc (Hammad et al., 2018; Isler et al., 2019; 
Koichubekoc et al., 2018; Li et al., 2018; Mustaqeem et al., 2017; 
Napoli et al., 2018; Serrano and Figiola, 2009; Sharma and 
Sunkria, 2018; Shen et al., 2015; Wang et al., 2018). 

In modern cardiovascular information systems, the research of 
heart rhythm is implemented by recording and automated pro-
cessing of cardiointervalogram or rhythmogram (Brandão et al., 
2014).  

Сardiointervalogram is the sequence of values that are equal 
to the time intervals between peak values of R-wave of electro-
cardiogram in the sequential cardiac cycles. Rhythmogram is a 
discrete process that is defined on a finite or on a counTab. set of 
moments of time equal to the moment of time when the peak 
values of electrocardiogram R-wave are recorded and rhythm 
cardiogram values are equal to the time intervals between peak 
values of electrocardiogram R-wave. Rhythmogram is more in-
formative empirical curve related with the analysis of heart rhythm 
as compared with cardiointervalogram because it contains infor-
mation about the moments of time at which the peak values of R-
wave of electrocardiogram are recorded (Bozhokin and Suslova, 
2014). 

However, this kind of curve does not allow to determine more 
detailed features of heart rhythm, since it reflects only changes in 
the duration of the cardiac cycle. Therefore, it does not take into 
account the entire set of time intervals between single-phase 
values of heart cyclic signal for every phase. The latter data ena-
ble to represent the rhythm in completely. 

Cardiointervalogram and rhythmogram have insufficient preci-
sion and informativeness for the heart rhythm analysis (Ko-
tel’nikov et al., 2002). This points out the relevance and prospects 
of developing a new approach to modeling and analysis of heart 
rhythm. This would allow increasing the level of informativeness, 
the growth of reliability of heart rhythm analysis that provide the 
early diagnosis of cardiac diseases and regulatory activity of the 
human body as a whole. 

2. METHODOLOGY 

2.1. New approach for the analysis of heart rhythm  

The growth of reliability and informativeness of heart rhythm 
analysis can be achieved by statistical analysis of not only RR-
intervals which define the duration of the cardiac cycle but also by 
identifying statistical patterns for the greater amount of time inter-
vals that separate the single-phase intervals of electrocardiogram. 

The electrocardiogram as a registered electrocardiosignal 𝜉(𝜔, 𝑡) 
is convenient to be treated theoretically as a deterministic function 

𝜉𝜔(𝑡) of real argument (𝑡 ∈ 𝑅). For example, the following sin-
gle-phase counting of electrocardiogram may be the starts of P-
wave, Q-wave, R-wave, S-wave, T-wave, U-wave. That is, the 
object of the statistical analysis of rhythm is a set of sequences of 

mailto:l.sobaszek@pollub.pl
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time intervals between single-phase counting of electrocardio-

gram, namely, the sequences 𝑇𝑇(𝑡𝑇,𝑛), 𝑃𝑃(𝑡𝑃,𝑛), 𝑄𝑄(𝑡𝑄,𝑛), 

𝑅𝑅(𝑡𝑅,𝑛), 𝑆𝑆(𝑡𝑆,𝑛) determined by the formulae: 

𝑃𝑃(𝑡𝑃,𝑛) = 𝑃(𝑡𝑃,𝑛) − 𝑃(𝑡𝑃,𝑛−1) 

𝑄𝑄(𝑡𝑄,𝑛) = 𝑄(𝑡𝑄,𝑛) − 𝑄(𝑡𝑄,𝑛−1) 

𝑅𝑅(𝑡𝑅,𝑛) = 𝑅(𝑡𝑅,𝑛) − 𝑅(𝑡𝑅,𝑛−1)   

𝑆𝑆(𝑡𝑆,𝑛) = 𝑆(𝑡𝑆,𝑛) − 𝑆(𝑡𝑆,𝑛−1)                                              (1) 

𝑇𝑇(𝑡𝑇,𝑛) = 𝑇(𝑡𝑇,𝑛) − 𝑇(𝑡𝑇,𝑛−1) 

𝑈𝑈(𝑡𝑈,𝑛) = 𝑈(𝑡𝑈,𝑛) − 𝑈(𝑡𝑈,𝑛−1); 𝑛 = 2, 𝑁̅̅ ̅̅ ̅, 

where: 𝑃(𝑡𝑃,𝑛), 𝑄(𝑡𝑄,𝑛), 𝑅(𝑡𝑅,𝑛), 𝑆(𝑡𝑆,𝑛), 𝑇(𝑡𝑇,𝑛), 𝑈(𝑡𝑈,𝑛) 

are the time moments of start of P-wave, Q-wave, R-wave, S-
wave, T-wave, U-wave, respectively, 𝑛 is a number of cardiac 
cycles. 

Under this approach, the more informative discrete function is 
constructed. Theoretically, it can be as dense as necessary and 

can be transformed into a function of real argument 𝑇(𝑡), 𝑡 ∈ 𝑅 . 
This function is called the rhythm function of cyclic process [18]. In 
this case, the electrocardiosignal is such a cyclic process. 

The formation of the above sequences and rhythm function 
from electrocardiogram is schematically presented in Fig. 1. 

 
Fig. 1. Scheme of formation sequences of time intervals  
            between single-phase counting of electrocardiogram 

There were performed 20 experiments on the processing of 
electrocardiograms based on the presented above approach to 
the analysis of heart rhythm with a purpose of its verification. For 
example, let’s present the results of one of these experiments. 
Namely, the electrocardiogram of male was registered. His age 
was 58 years. The graph of several cycles of registered electro-
cardiogram is shown in Fig. 2. 

 
Fig. 2. The graph of registered electrocardiogram 

The lengths of 𝑃𝑃, 𝑇𝑇, 𝑄𝑄, 𝑅𝑅, 𝑆𝑆 intervals were estimated 
for every cardiac cycle of registered electrocardiogram by meth-
ods available in literature [19]. The plots of obtained sequences 
𝑇𝑇(𝑡𝑇,𝑛), 𝑃𝑃(𝑡𝑃,𝑛), 𝑄𝑄(𝑡𝑄,𝑛), 𝑅𝑅(𝑡𝑅,𝑛), 𝑆𝑆(𝑡𝑆,𝑛) are shown 

in Fig. 3. 

Fig. 3. Time intervals between a single-phase countings of ECG: 

            a) 𝑇𝑇(𝑡𝑇,𝑛), b) 𝑃𝑃(𝑡𝑃,𝑛), c) 𝑄𝑄(𝑡𝑄,𝑛), d) 𝑅𝑅(𝑡𝑅,𝑛),  

            e) 𝑆𝑆(𝑡𝑆,𝑛) 

It is necessary to explain the mathematical model of the above 
mentioned sequences, in order to perform the statistical estima-
tion of their stochastic characteristics. As in the case of mathemat-
ical models of rhythm cardiogram, these models of the above-
indicated sequences can be both stationary and non-stationary 
random sequences. Therefore, the first step in explanation of the 
mathematical model as the foundation of statistical analysis of 
random sequences is the stationarity test, which can be done by 
applying the method of Foster-Stewart [8]. This method allows to 
check for trend components in the mathematical expectation 
(mean) and variance of the studied random sequences. Statistics 
of the criteria are as follows: 

𝐾 = ∑ 𝐾𝑖
𝑛
𝑖=2                                                                               (2) 

𝑑 = ∑ 𝑑𝑖
𝑛
𝑖=2                                                                                (3) 

where: 𝑑𝑖 = 𝑢𝑖 − 𝑙𝑖 , 𝐾𝑖 = 𝑢𝑖 + 𝑙𝑖, 
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𝑢𝑖 = {
1, if the ith observation is an upper record 

0, otherwise.
          (4) 

𝑙𝑖 = {
1, if the ith observation is an lower record 

0, otherwise.
           (5) 

The K statistics is used to check the trend in the variance of 
the random sequence, and the d statistics is employed to identify 
a trend in its mathematical expectation. It is obvious, that 

0 ≤ 𝐾 ≤ 𝑛 − 1 and −(𝑛 − 1) ≤ 𝑑 ≤ 𝑛 − 1.                      (6) 

In the absence of trend, the random variables 

𝑡 =
𝑑

𝑓
 and 𝑡̃ =

𝑡−𝑓2

𝑙
, where 𝑙 = √2 ln 𝑛 − 3.4253, 𝑓 =

√2 ln 𝑛 − 0.8456 are distributed according to Student distribu-

tion with 𝑣 = 𝑛 degrees of freedom. 

If |𝑡|, |𝑡̃| > 𝑡1+𝛼

2

, then the null hypothesis of the absence of 

trend is rejected with the confidence level of 𝛼. 

3. RESULTS 

The values of corresponding statistics for different sequences 
𝑇𝑇(𝑡𝑇,𝑛), 𝑃𝑃(𝑡𝑃,𝑛), 𝑄𝑄(𝑡𝑄,𝑛), 𝑅𝑅(𝑡𝑅,𝑛), 𝑆𝑆(𝑡𝑆,𝑛) are pre-

sented in Tab. 1. 

Tab. 1. The values of calculated statistics for sequences 𝑃𝑃, 𝑇𝑇, 𝑄𝑄,  

           𝑅𝑅, 𝑆𝑆 of ECG (Fig. 3) 

Intervals |𝑡| |𝑡̃| 𝒕𝟎.𝟗𝟕𝟓 

TT 0 0.1966 1.9679 

PP 0.6154 0.1989 1.9679 

QQ 0.3076 1.2626 1.9679 

RR 0 0.9068 1.9679 

SS 0.3076 0.5550 1.9679 

The verification of stationarity hypotheses confirmed that the 

mentioned above random sequences 𝑇𝑇(𝑡𝑇,𝑛), 𝑃𝑃(𝑡𝑃,𝑛), 

𝑄𝑄(𝑡𝑄,𝑛), 𝑅𝑅(𝑡𝑅,𝑛), 𝑆𝑆(𝑡𝑆,𝑛) do not contradict the hypothesis 

of stationarity. 
The informative characteristics of heart rate analysis and 

methods of their study were determined. The significant character-
istics of random sequences are their mathematical expectation, 
variance, probability density and cumulative distribution functions. 
Tab. 2 provides the values of mathematical expectation and vari-
ance of the given sequences. 

Tab. 2. The mathematical expectation and variance  
             of sequences TT, PP, QQ, RR, SS 

Intervals Expected 
value 

Variance 

TT 0.794 1.97e-3 

PP 0.795 2e-3 

QQ 0.795 1.9e-3 

RR 0.795 1.95e-3 

SS 0.795 1.94e-3 

Three information criteria were used to determine the cumula-
tive distribution functions that best describe the sample and the 

unknown parameters of distributions. These criteria are Akaike 
information criterion (AIC), Bayesian information criterion (BIC) 
and Akaike information criterion with a correction for finite sample 
sizes (AICc). 

Tab. 3. The best fit distributions and their parameters obtained  

             for sequences 𝑃𝑃, 𝑇𝑇, 𝑄𝑄, 𝑅𝑅, 𝑆𝑆 

Interval Inform.criter. Name of 
distribution 

Parameters of 
distribution 

PP AIC 

 

 

BIC 

 

 

AICc 

GEV 

 

 

GEV 

 

 

GEV 

𝜉 = −0.299 

𝜇 = 0.0448 

𝜎 = 0.7793  

𝜉 = −0.2802 

𝜇 = 0.0435 

𝜎 = 0.7787  

𝜉 = −0.299 

𝜇 = 0.0448 

𝜎 = 0.7793 

QQ AIC 

 

 

BIC 

 

 

AICc 

GEV 

 

 

GEV 

 

 

GEV 

𝜉 = −0.2819 

𝜇 = 0.0433 

𝜎 = 0.779 

𝜉 = −0.2819 

𝜇 = 0.0433 

𝜎 = 0.779 

𝜉 = −0.2819 

𝜇 = 0.0433 

𝜎 = 0.779 

RR AIC 

 

 

BIC 

 

 

AICc 

GEV 

 

 

GEV 

 

 

GEV 

𝜉 = −0.283 

𝜇 = 0.0435 

𝜎 = 0.779 

𝜉 = −0.283 

𝜇 = 0.0435 

𝜎 = 0.779 

𝜉 = −0.283 

𝜇 = 0.0435 

𝜎 = 0.779 

SS AIC 

 

 

BIC 

 

 

AICc 

GEV 

 

 

GEV 

 

 

GEV 

𝜉 = −0.2938 

𝜇 = 0.0436 

𝜎 = 0.7792 

𝜉 = −0.2938 

𝜇 = 0.0436 

𝜎 = 0.7792 

𝜉 = −0.2938 

𝜇 = 0.0436 

𝜎 = 0.7792 

 

TT AIC 

 

 

BIC 

 

AICc 

GEV 

 

 

Birnb.-
Saund. 

GEV 

𝜉 = −0.2802 

𝜇 = 0.0435 

𝜎 = 0.7787 

𝛼 = 0.7932 

𝛽 = 0.0558 

𝜉 = −0.2802 

𝜇 = 0.0435 

𝜎 = 0.7787 

The values of AIC information criterion can be found by the 
following formula (Akaike, 1974): 

AIC = 2 ln 𝐿𝑚𝑎𝑥 + 2𝑘,                                                            (7) 
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where: 𝐿𝑚𝑎𝑥  is the maximum of likelihood function, k is the num-
ber of parameters of distribution. The best model is the one that 
minimizes the value of AIC. This criterion is obtained by the ap-
proximate minimization of Kullback-Leibler information entropy. It 
is a measure of the difference between the true distribution of data 
and the distribution of the model (Liddle, 2007). 
The values of BIC information criterion can be determined by the 
following formula (Schwarz, 1978): 

BIC = −2 ln 𝐿𝑚𝑎𝑥 + 𝑘 ln 𝑁,                                                   (8) 

where: 𝑁 is the sample size. 
While using BIC, the researcher suggests that the elements of 

the sample are independent and identically distributed. The appli-
cation of AIC and BIC criteria usually shows good agreement 
between the conclusions about the best model (Liddle, 2007). 

In the case when the sample size is insignificant, it is advisa-
ble to use the AICc. The value of this criterion is calculated using 
the formula (Sugiura, 1978): 

AICc = AIC+2k(k+1)/N-k-1.                                              (9) 

As a result of the use of information criteria, it was found that 

these samples of different intervals (𝑃𝑃, 𝑇𝑇, 𝑄𝑄, 𝑅𝑅, 𝑆𝑆) are 
best described by two distribution functions − generalized extreme 
values function (Fisher-Tippett distribution) and Birnbaum-
Saunders distribution (see Tab. 3). 

Recall that generalized extreme values (GEV) function has the 
following form: 

𝐺(𝑧) = exp {− [1 + 𝜉 (
𝑧−𝜇

𝜎
)]

−
1

𝜉
}.                                       (10) 

where: 𝜉, 𝜇, 𝜎 are the parameters of distribution (Coles, 2001). 
The Birnbaum-Saunders (Birnb.-Saund.) distribution is de-

scribed by the following expression: 

𝐹(𝑥; 𝛼, 𝛽) = Φ (
1

𝛼
[(

𝑥

𝛽
)

1

2
− (

𝛽

𝑥
)

1

2
]).                                     (10) 

where: Φ(𝑥) is the cumulative function of normal distribution, 𝛼, 

𝛽 are the parameters of distribution (Coles, 2001). 
The probability density function and cumulative distribution 

function of TT and PP intervals are shown in Fig. 4. 

 
Fig. 4. The probability density function and cumulative distribution 
            function of intervals a) TT interval, b) PP interval 

It was found that the random sequences 𝑇𝑇(𝑡𝑇,𝑛), 𝑃𝑃(𝑡𝑃,𝑛), 

𝑄𝑄(𝑡𝑄,𝑛), 𝑅𝑅(𝑡𝑅,𝑛), 𝑆𝑆(𝑡𝑆,𝑛) are the stationary random pro-

cesses. Their probabilistic characteristics, such as mathematical 
expectation, variance, probability density function and cumulative 
density function were estimated. The calculated mathematical 
expectation and variance are practically identical for every random 
sequence. This is also true for the estimated parameters of distri-
butions. These sequences can be described well enough by 
Fisher–Tippett distribution. 

4. CONCLUSIONS 

Three information criteria (BIC, AIC and AICc) were used to 
determine the cumulative distribution functions that best describe 
the sample and to estimate the unknown parameters of distribu-
tions. It was found that the samples of different intervals (𝑃𝑃, 𝑇𝑇, 

𝑄𝑄, 𝑅𝑅, 𝑆𝑆) are well enough described by next distribution 
functions − generalized extreme values function (Fisher-Tippett 
distribution) and Birnbaum-Saunders distribution. Also, it was 
determined that the mentioned above random sequences are the 
stationary random processes. Their probabilistic characteristics, 
such as the mathematical expectation, variance, probability densi-
ty function and cumulative density function were estimated. For 
this case, the calculated mathematical expectation and variance 
are practically identical for every random sequence. The mathe-
matical expectation of samples was approximately equal to 0.795 
s, and the variance is around 0.2 s2. This is also true for the esti-
mated parameters of distributions. 

In general, the use of the rhythm function to analyze heart 
rhythm allows considering much better its time structure that is the 
basis to improve the accuracy of diagnosis of cardiac rhythm. 
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ABSTRACTS 

Vladimir V. Savenko 
Electroplastic Deformation by Twinningmetals 

The article deals with theoretical and experimental approaches to electroplastic deformation caused by twinning of metals. The author specifies 
physical fundamentals of Kinetics regarding the development of twinning caused by the excitation of electronic subsystem of metals. Physical 
models of new channels for the realization of twinning aroused under conditions of electroplasticity have been discussed. Mechanisms  
of plasticized influence of a surface electric charge have been defined as well as the contribution of a dynamic pinch-effect in the elastic plastic 
deformation of metals with the participation of the intrinsic magnetic field of the current. The dynamic pinch effect creates ultrasonic vibration  
of the lattice system while Kinetics changes and plastic deformation are stimulated increasing the amplitude of the oscillations of rectilinear  
dislocations and the periodic change in the position of the dislocation loops with an increase in the probability of detachment of dislocations 
 from the stoppers. When deformed above the yield point and due to the pinch effect the intrinsic magnetic field of the current diffuses 
 into the crystal where the diffusion rate depends both on the conductivity of the metal and on the frequency of the current. It is necessary to take 
into account the physical conditions for the creation of ponderomotive effects in relation to specific technically important materials for the practical 
use of electroplastic deformation technology, especially when processing metals with pressure. 

Małgorzata Poniatowska 
Optimizing Sampling Parameters of CMM Data Acquisition for Machining Error Correction Of Freeform Surfaces 

An optimization study using the design of experiment technique is described, in which the surface profile height of a freeform surface, determined 
in coordinate measurements, is the response variable. The control factors are coordinate sampling parameters, i.e. the sampling grid size  
and the measuring tip diameter. As a result of the research, an optimal combination of these parameters was found for surface mapping  
with acceptable measurement uncertainty. The presented study is the first stage of optimization of machining error correction for the freeform  
surface and was intended to take into account mechanical-geometric filtration of surface irregularities caused by these geometrical parameters. 
The tests were carried out on a freeform workpiece milled with specific machining parameters, Ra of the surface roughness was 1.62 μm.  
The search for the optimal combination of parameters was conducted using Statistica software. 

Leyla Sultanova 
Two-Parametric Analysis of Anti-Plane Shear Deformation of a Coated Elastic Half-Space 

The anti-plane shear deformation problem of a half-space coated by a soft or a stiff thin layer is considered. The two-term asymptotic analysis  
is developed motivated by the scaling for the displacement and stress components obtained from the exact solution of a model problem  
for a shear harmonic load. It is shown that for a rather high contrast in stiffness of the layer and the half-space Winkler-type behaviour appears 
for a relatively soft coating, while for a relatively stiff one, the equations of plate shear are valid. For low contrast, an alternative approximation  
is suggested based on the reduced continuity conditions and the fact that the applied load may be transmitted to the interface. In case of a stiff 
layer, a simpler problem for a homogeneous half-space with effective boundary condition is also formulated, modelling the effect of the coating, 
while for a relatively soft layer a uniformly valid approximate formula is introduced. 

Józef Tutaj, Bogdan Fijałkowski 
A New Fuel-Injection Mechatronic Control Method for Direct-Injection Internal Combustion Engines 

In this paper, a novel fuel-injection mechatronic control method and system for direct injection (DI) internal combustion engines (ICE)  
is proposed. This method and system is based on the energy saving in a capacitance using DC-DC converter, giving a very fast  
ON state of the fuel injectors’ electro-magnetic fluidical valves without an application of the initial load current. A fuel-injection controller  
for the DI ICEs that provides a very short rising time of an electromagnet-winding current in an initial ON state of the fuel-injector’s  
electromagnetic fluidical valves, which improves a fuel-injection controller reliability and simplify its construction, is presented. Due  
to a number of advantages of afore -mentioned fuel-injection mechatronic control method and system, it may be utilised for the DI ICEs with fuel 
injectors dedicated to all types of liquid and/or gas fuels, for example, gasoline, diesel-oil, alkohol, LPG and NPG. 

Volodimyr Kalchenko, Andrij Yeroshenko, Sergiy Boyko 
Crossing Axes of Workpiece and Tool at Grinding of the Circular Trough with Variable Profile 

In the article the method of grinding with crossed axes of the tool and the workpiece got further developed. The work discloses a method  
of processing details having an external surface with a profile in the form of an arc of a circle of variable radius (for example, rolls of pipe rolling 
mills). The particular three-dimensional geometric models of the processing, shaping and profiling of abrasive wheels have been developed. 
 A method for controlling the grinding process, which ensures the removal of allowances along equidistant curves has been offered.  
The developed method of grinding provides a constant depth of cutting according to the coordinate of profile processing. This is achieved  
at the expense of the synchronous inclination of the wheel and its insertion by the size of the allowance. The diameter of grinding wheel affects 
on the maximum angle of orientation of the wheel has been proven. It has been shown that increasing the diameter of the abrasive wheel has led 
to a slight decrease in value orientation angle. 
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Łukasz Wójcik, Zbigniew Pater 
Comparison Analysis of Cockroft – Latham Criterion Values of Commercial Plasticine and C45 Steel 

The paper presents and compares the results of theoretical and experimental research in the field of cracking of model material (commercial 
plasticine) and C45 steel in hot forming conditions. The aim of the research was to determine the limit values of the Cockroft-Latham integral  
for both materials. The presented research methodology includes experimental tests (tensile tests) and numerical simulations carried out  
in the DEFORM-3D program. For laboratory tests, axially symmetric samples made of C45 steel and model material were used. On the basis  
of the obtained experimental and numerical results, a comparative analysis of both materials was carried out. 

Santhosh K. Venkata, Bhagya R Navada 
Estimation of Flow Rate Through Analysis of Pipe Vibration 

In this paper, implementation of soft sensing technique for measurement of fluid flow rate is reported. The objective of the paper is to design  
an estimator to physically measure the flow in pipe by analysing the vibration on the walls of the pipe. Commonly used head type flow meter 
causes obstruction to the flow and measurement would depend on the placement of these sensors. In the proposed  technique vibration sensor 
is bonded on the pipe of liquid flow. It is observed that vibration in the pipe varies with the control action of stem. Single axis accelerometer  
is used to acquire vibration signal from pipe, signal is passed from the sensor to the system for processing. Basic techniques like filtering, 
 amplification, and Fourier transform are used to process the signal. The obtained transform is trained using neural network algorithm to estimate 
the fluid flow rate. Artificial neural network is designed using back propagation with artificial bee colony algorithm.  Designed estimator after being 
incorporated in practical setup is subjected to test and the result obtained shows successful estimation of flow rate with the root mean square 
percentage error of 0.667. 

Oleg Onopriienko, Volodymyr Loboda, Alla Sheveleva, Yuri Lapusta 
An Interface Crack with Mixed Electro-Magnetic Conditions at it Faces in a Piezoelectric/ Piezomagnetic Bimaterial  
under Anti-Plane Mechanical and In-Plane Electric Loadings  

An interface crack between two semi-infinite piezoelectric/piezomagnetic spaces under out-of-plane mechanical load and in-plane electrical  
and magnetic fields parallel to the crack faces is considered. Some part of the crack faces is assumed to be electrically conductive and having 
uniform distribution of magnetic potential whilst the remaining part of the crack faces is electrically and magnetically permeable. The mechanical, 
electrical, and magnetic factors are presented via functions which are analytic in the whole plane except the crack region. Due to these 
 representations the combined Dirichlet-Riemann and Hilbert boundary value problems are formulated and solved in rather simple analytical form 
for any relation between conductive and permeable zone lengths. Resulting from this solution the analytical expressions for stress, electric  
and magnetic fields as well as for the crack faces displacement jump are presented. The singularities of the obtained solution at the crack tips 
and at the separation point of the mention zones are investigated and the formulas for the corresponding intensity factors are presented.  
The influence of external electric and magnetic fields upon the mechanic, electric and magnetic quantities at the crack region are illustrated  
in graph and table forms. 

Serhii Lupenko, Nadiia Lutsyk, Oleh Yasniy, Łukasz Sobaszek 
Statistical Analysis of Human Heart Rhythm with Increased Informativeness 

The new methods of statistical analysis of heart rhythm were developed based on its generalized mathematical model in a form of random 
rhythm function, that allows to increase the informativeness and detailed analysis of heart rhythm in cardiovascular information systems. Three 
information criteria (BIC, AIC and AICc) were used to determine the cumulative distribution functions that best describe the sample and to assess 
the unknown parameters of distributions. The usage of the rhythm function to analyse heart rhythm allows to consider much better its time  
structure that is the basis to improve the accuracy of diagnosis of cardiac rhythm. 
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