
www.empas.pb.edu.pl

ISSN 2543-6597

Volume  12   •   Issue 4   •   2020

Bialystok University of Technology
Faculty of Engineering Management

Engineering Management  
in Production and Services



Engineering Management in Production and Services
Volume 12 • Issue 4 • 2020

Frequency
ECONOMICS AND MANAGEMENT

is published quarterly since 1998

As of the beginning of 2017 the journal  
is published under a new name:  

ENGINEERING MANAGEMENT  
IN PRODUCTION AND SERVICES

Publisher
Bialystok University of Technology

Wiejska 45A, 15-351 Bialystok, Poland

The International Society  
for Manufacturing Service  

and Management Engeneering (ISMSME) 

Editor-in-Chief
Joanna Ejdys

Bialystok University of Technology
Faculty of Engineering Management

Wiejska 45A, 15-351 Bialystok, Poland
Phone: (+4885) 746 9802

Fax: (+4885) 663 1988
e-mail: j.ejdys@pb.edu.pl

Deputy Editors-in-Chief
Łukasz Nazarko

e-mail: l.nazarko@pb.edu.pl

Katarzyna Halicka
e-mail: k.halicka@pb.edu.pl

Editorial Office
Bialystok University of Technology

Wiejska 45A, 15-351 Bialystok, Poland
Phone: (+4885) 746 9825 

Fax: (+4885) 663 1988 
www.empas.pb.edu.pl   

Copyrights © 
Bialystok University of Technology
All rights reserved   /  Bialystok 2020

Submission
Papers for submission should be prepared  
according to the Authors Instructions available  
at www.empas.pb.edu.pl 

All papers should be submitted through  
the electronic submission system

Indexation
Journal is indexed in SCOPUS, EBSCO Business 
Source Ultimate (Complete), Norwegian Register  
for Scientific Journals, Series and Publishers,  
Index Copernicus, ERIH PLUS, Google Scholar, 
Central European Journal of Social Sciences  
and Humanities, Research Papers in Economics 
(RePEc), BazTech and BazEkon databases

Scientific Secretary
Danuta Szpilko
Bialystok University of Technology
Faculty of Engineering Management 
Wiejska 45A, 15-351 Bialystok, Poland
Phone: (+4885) 746 9880
Fax: (+4885) 663 1988
e-mail: d.szpilko@pb.edu.pl

Technical Editors
Krzysztof Stepaniuk 
e-mail: k.stepaniuk@pb.edu.pl

Tomasz Trochimczuk 
e-mail: t.trochimczuk@pb.edu.pl



Engineering Management in Production and Services
Volume 12 • Issue 4 • 2020

Editorial  
Review Board

Editors
Production Engineering 

Katarzyna Halicka
Bialystok University of Technology, Poland

Kriengsak Panuwatwanich
Thammasat University, Thailand 

Griffith University, Australia

Service Engineering 
Wiesław Urban

Bialystok University of Technology, Poland
Hao Wang

Zhejiang University  
Ningbo Institute of Technology, China

Engineering Management 
Alicja Gudanowska

Bialystok University of Technology, Poland 
Jurgita Antuchevičienė

Vilnius Gediminas Technical University,  
Lithuania

Logistics Management
Katarzyna Kuźmicz

Bialystok University of Technology, Poland
Erwin Pesch

Universität Siegen, Germany
 

Technology Management
Andrzej Magruk

Bialystok University of Technology, Poland
Zdzisław Klim

Bombardier, USA

Technology Assessment  
Łukasz Nazarko

Bialystok University of Technology, Poland
Jelena Stankevičienė

Vilnius Gediminas Technical University,  
Lithuania

Strategic Foresight
Anna Kononiuk

Bialystok University of Technology, Poland  
Elina Hiltunen  

What´s Next Consulting Oy, Finland

Industrial Marketing
Dariusz Siemieniako

Bialystok University of Technology, Poland  
Gregor Pfajfar 

University of Ljubljana, Slovenia

Statistical Editor
Justyna Kozłowska

Bialystok University of Technology, Poland  

Linguistic Editor   
Jūratė Griškėnaitė

International  
Advisory Board
Head
Joanicjusz Nazarko 
Bialystok University of Technology, Poland

Members
Gianita Bleoju 
Dunarea de Jos University of Galati, Romania  
Joanna Cygler  
Warsaw School of Economics, Poland  
Casimir Dadak  
Hollins University, Virginia, USA  
Emiliya Dimova  
Trakia University − Stara Zagora, Bulgaria  
Józef Gawlik  
Cracow University of Technology, Poland  
Romualdas Ginevičius  
Vilnius Gediminas Technical University, Lithuania  
Bojan Lalić  
University of Novi Sad, Serbia  
César Larrea 
Universidad de Las Américas, Ecuador  
Juan Jose Garcia Machado 
University of Huelva, Spain  
Alojzy Nowak  
Warsaw University, Poland  
Miloslav Novotný 
Brno University of Technology, Czech Republic 
Lanndon A. Ocampo
Cebu Technological University, Philippines  
Volodymyr Onyshchenko 
Poltava National Technical Yuri Kondratyuk University, Ukraine  
Magdalena Osińska  
Nicolaus Copernicus University, Toruń, Poland  
Aleksander Panasiuk  
Jagiellonian University in Kraków, Poland  
Magdalena Pichlak   
Silesian University of Technology, Poland  
Rafael Popper    
VTT Technical Research Centre of Finland, Finland  
Mladen Radisic 
University of Novi Sad, Serbia  
Alexander Sichinava 
Georgian Technical University, Georgia  
Włodzimierz Sroka 
WSB University, Poland  
Stefan Trzcieliński  
Poznan University of Technology, Poland  
Leonas Ustinovičius  
Vilnius Gediminas Technical University, Lithuania  
Andrzej Wasiak  
Bialystok University of Technology, Poland  
Anna Wasiluk 
Bialystok University of Technology, Poland  
Samuel Yen-Liang Yin 
National Taiwan University, Taiwan 
Beijing University, Beijing, China  
Kazimierz Zaraś  
Université du Québec en Abitibi-Témiscamingue, Canada 
Russian Academy of Sciences, St. Petersburg, Russia  
Edmundas Kazimieras Zavadskas 
Vilnius Gediminas Technical University, Lithuania  
Hongyan Zhang 
The University of Toledo, USA



4

Volume 12 • Issue 4 • 2020
Engineering Management in Production and Services



Volume 12 • Issue 4 • 2020

5

Engineering Management in Production and Services

Table of contents

Simon P. Philbin, Donald Kennedy
Exploring the need for a new paradigm in engineering management and the decision-making process in technology-based 
organisations ............................................................................................................................................................................... 7

Lanndon Ocampo, Gianne Jean Genimelo, Jerome Lariosa, Raul Guinitaran,      
Philip John Borromeo, Maria Elena Aparente, Teresita Capin, Miriam Bongo
Warehouse location selection with TOPSIS group decision-making under different expert priority allocations .................... 22

Katarzyna Brzozowska-Rup, Marzena Nowakowska
Modelling road traffic safety indices by means of regression with panel data ........................................................................ 40

Izabela Dziaduch
Forecasting operational costs of technical objects based on the example of railbuses .......................................................... 52

Przemysław Drożyner
Risk analysis in maintenance processes .................................................................................................................................... 64

Chong Jia Yuik, Puvanasvaran A. Perumal, Chin Jeng Feng
Exploring critical success factors for the implementation of lean manufacturing in machinery and equipment SMEs ......... 77

Olena Chygryn, Oleksii Lyulyov, Tetyana Pimonenko, Saad Mlaabdal
Efficiency of oil-production: the role of institutional factors .................................................................................................... 92

Lucie Kaňovská
Are smart service manufacturing providers different in cooperation and innovation flexibility, in innovation performance 
and business performance from non-smart service manufacturing providers? .................................................................... 105

Erratum to Viktoria Khrystoforova, Dariusz Siemeniako
Internet-based consumer co-creation experience of the new product development proces
Engineering Management in Production and Services. Volume 11, Issue 3, pages 60-68 .................................................... 117



6

Volume 12 • Issue 4 • 2020
Engineering Management in Production and Services



Volume 12 • Issue 4 • 2020

7

Engineering Management in Production and Services

received: 31 May 2020
accepted: 15 October 2020

Simon P. Philbin      Donald Kennedy

Exploring the need for a new 
paradigm in engineering management 
and the decision-making process  
in technology-based organisations

A B S T R A C T
Engineering management and engineering projects are subject to greater levels of 
uncertainty and complexity as part of the current dynamic and competitive industrial 
environment. Engineering managers need to navigate the arising challenges and 
consequently gain access to effective decision-making processes. Engineering 
education has a clear role to play here. However, formal education in quantitative 
methods is only part of the solution — engineers and engineering managers should 
also have access to a broader set of skills and knowledge to be effective in the industrial 
landscape. Therefore, we now need a new paradigm for engineering management and 
the decision-making process. This article draws on supporting material from the 
literature and the insights gained from a series of industrial cases using the participatory 
action research method and a process of inductive reasoning to allow synthesis of 
generalised propositions that are linked to the industrial cases and antecedent factors 
from the literature. The findings lead to a set of areas that require further development 
to support engineering managers to be more effective when dealing with increasing 
levels of uncertainty and complexity. This includes a number of areas, which are as 
follow: the need for engineering managers to have enhanced professional skills and 
knowledge; the importance of experience-based judgement; effective knowledge 
management; supportive leadership and overall organisational culture; and a holistic 
approach to decision-making. The research study has practical relevance to engineering 
management practitioners working in industrial companies to support self-evaluation 
and professional development. The findings are also pertinent to academic researchers 
seeking to evaluate decision-making models as part of extending the current 
understanding of the field of engineering management in technology-based 
organisations.

K E Y   W O R D S
engineering management, engineering projects, decision-making, new paradigm 

10.2478/emj-2020-0024

Donald Kennedy

Freerange Buddy Publications, Canada 
ORCID 0000-0002-9156-0833

Corresponding author: 
e-mail: don@donkennedy.ca

Simon P. Philbin 

London South Bank University, 
United Kingdom

ORCID 0000-0001-8456-3342

Introduction 
.
As is the case in so many fields, the state of engi-

neering management practice is undergoing changes 
in this age of uncertainty and especially in the context 
of the pandemic caused by COVID-19 (Baker et al., 

2020). The main driver for these changes has previ-
ously included high employee turnover and changes 
to organisations with little historical precedence to 
draw from — the pandemic is simply exacerbating 
this situation even further. The current wave of tech-
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nological developments, such as those associated 
with Industry 4.0 (Xu et al., 2018) and the wider area 
relating to digitalisation (Parviainen et al., 2017) as 
well as the increasing interconnectedness of technolo-
gies is leading to greater levels of complexity, e.g. via 
system-of-systems (Lucia et al., 2016). Engineering 
managers are required to handle this complexity and 
uncertainty, and in this context, it is vital that engi-
neering managers are equipped with effective deci-
sion-making skills. Moreover, as new 
technology-driven business models are adopted 
along with flatter organisational structures, it is 
increasingly the case that engineers are expected to 
transition into managerial and leadership roles earlier 
in their careers (Nittala & Jesiek, 2018). Some 
researchers argue that in order to cope with a higher 
level of complexity, organisational structures must be 
simplified and this can be considered through bal-
ancing the fit between simple structural solutions, 
complex workforce arrangements and the complex 
environment (Tworek et al., 2019). But from a more 
historical perspective, it can also be observed that 
throughout the time from when Taylor (1911) and 
Fayol (1918) developed management as an academic 
discipline up until the present day, there have been 
ongoing debates as to what actions are effective and 
how managers can achieve desired outcomes, i.e. the 
role of decision-making (Elbanna, 2006). Certain 
researchers proposed strategies that have gained 
pockets of popularity, but others question the validity 
of the findings. 

Koontz (1960) compared understanding the 
competing schools to working through a “theory 
jungle”. For example, should management dictate 
policy to assure best practice as stressed by Taylor 
(1911), or will improved performance be achieved by 
giving workers the freedom to determine their own 
best methods as indicated by the Hawthorne Experi-
ments (Roethlisberger & Dickson, 1939). Moreover, 
in 1982 McGuire outlined how prevailing manage-
ment theories change over time, but there is seldom  
a strong contender for a majority view and when 
there is one it does not last for very long. Rossler and 
Kiser (2002) lament that there is some key element 
missing from our understanding that might account 
for why certain strategies work in some situations and 
fail when applied in what appear to be similar cir-
cumstances elsewhere. Despite the seemingly lack of 
a cohesive body of knowledge, there are some hints in 
prior works that indicate a need for a paradigm shift 
(see the work of Koschmann (1996) for a comprehen-
sive discussion on this theoretical perspective), and 

consequently, this article provides an exploratory 
analysis of this line of enquiry. Therefore, we propose 
that there is a pressing need for a new paradigm to be 
adopted for engineering management and the deci-
sion-making process.

The structure of this article is as follows. After the 
introduction is the second section that provides the 
literature review, and the third section describes the 
method adopted in the research study. The fourth 
section includes a discussion of industrial case stud-
ies. The fifth section is based on the synthesis of the 
research findings towards a new paradigm for engi-
neering management and decision-making. This is 
followed by the conclusions and future work.

1. Literature review 

1.1. Engineering management paradigm

This paper is directed at the field of Engineering 
Management as opposed to management in general. 
It is acknowledged that there is no clear division 
between the two disciplines that has been universally 
agreed upon (Lannes, 2001), but it should be noted 
that this research study is directed at Engineering 
Management in particular. To draw from one of the 
pioneers of Engineering Management as a recognised 
field, Sarchet (1989) offered that Engineering Man-
agement is specialised towards organisations dealing 
with processes and products of a technical nature. 
These organisations would have a notable contingent 
of their labour force employed as engineers. The nar-
rower focus for this study is due to the proficiencies, 
backgrounds, and certifications of the authors. 
Although the topics may be applicable to the manage-
ment field in general, the case studies, cited literature, 
and outcomes specifically deal with technical ele-
ments. The qualifications of the authors specifically to 
Engineering Management require a cautionary dis-
claimer that the applicability to management in gen-
eral would require others to verify.

The concept of paradigms to define the collective 
understanding of a specific scientific field is attributed 
to Kuhn (1977). Discussions on the applicability of 
defining management, or Engineering Management, 
as science have shown such an approach to be prob-
lematic. McGuire (1982) proposed that taking an 
overarching view of the tracks within management 
theory does not yield a unified position. He also 
noted that the application of the existing tools often 
falls short of helping a manager deal with the required 
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tasks. The lack of explicit consensus on fundamental 
principles within the management of knowledge 
workers is highlighted by Hazlett, McAdam, and Gal-
lagher (2005) who contend the current state of the 
field would be best defined as a “pre-science” in 
Kuhn’s taxonomy. Kennedy and Nur (2012) warn that 
focusing on prescriptive task definitions for knowl-
edge workers creates inefficiencies in execution, but 
that high employee turnover appears to be driving 
organisations down that path. There is evidence that 
management practitioners would benefit from a more 
unified collection of theories, and many of the exist-
ing frameworks may fall short of the intent to aid 
managers in decision-making. This research study 
intends to highlight factors that may provide signifi-
cant benefit to academics in developing tools to guide 
future practitioners. The lack of an existing unified 
body of knowledge hinders the presentation of modi-
fications to improve understanding. This work 
intends to spur investigations in a direction that may 
prove highly beneficial to engineering and technol-
ogy-based organisations going forward.

1.2. Historical overview

Frederick Herzberg is one of the major influenc-
ers in the development of management theory (Balzer 
& Smith, 1990). Much of his research was devoted to 
improving the quality of work and improving organi-
sational performance as a result. Herzberg recognised 
that managers and academics looked to him for guid-
ance. However, Herzberg (1966) warned that follow-
ing his advice would not automatically result in the 
quantum shift in outcomes that his audience may be 
seeking. He acknowledged that the financial success of 
organisations is mostly determined by often one-time 
strategic decisions made relating to elements such as 
the physical location, engineering facility design and 
marketing strategy adopted. W. Edwards Deming is 
often credited with leading the move to focus on 
modern quality principles, including increasing the 
workers’ ability to self-determine their processes 
(Phelps, Parayitam & Olson, 2007). Despite Deming’s 
focus on quality and stressing the folly of measuring 
employee performance, he stated that the most 
important decisions determining organisational per-
formance could be the hiring of talented workers. 

Herzberg did not devote attention to the factors 
he listed as being the most critical because he acknowl-
edged that these decisions are typically made long 
before managers find themselves in charge of their 
departments. He focused on the issues that managers 

typically have control over. Similarly, Deming did not 
write extensively on the hiring process and finding 
these talented people. Like Herzberg, Deming viewed 
the turnover of employees as so low that managers did 
not have much influence on who is actually on their 
team (Gabor & Tarrant, 1990). Furthermore, in Dem-
ing’s time, lifelong employment at the same company 
was realistically expected by workers and managers. 
Therefore, in Deming’s view, there was little point in 
measuring performance differences in workers since 
there was very little managers could do about the find-
ings. These examples of the focus of Deming and 
Herzberg are offered to provide a possible explanation 
for the lack of study on those factors they recognised 
to be most influential on organisational performance. 

Taylor’s work supports the ideas of Deming and 
Herzberg that worker performance is mostly influ-
enced by the workplace they occupy, which is analo-
gous to the contingency theory of management, i.e. 
the design and implementation of control systems is 
dependent on the context and environment of the 
organisational setting (Fisher, 1998). Taylor proposed 
that it is the duty of management to provide the opti-
mum tools to allow the workers to excel. Deming 
stated that measured variations in worker perfor-
mance are most likely to be rooted in the variances in 
the physical system the worker occupies (Carson, 
Cardy & Dobbins, 1991). During the Hawthorne 
Experiments, Roethlisberger & Dickson (1939) 
recorded an analysis of the top performers as defined 
by the measures used by management. They were very 
surprised to find a negative correlation between talent 
(as measured by elements such as IQ and aptitude 
tests) and performance. The explanation given was 
that the reward system discouraged the better-skilled 
workers from achieving their full potential. All work-
ers demonstrated a reluctance to push themselves to 
the maximum and the best effectively held back the 
most. The workers’ explanation for this was that man-
agement was not aligned with supporting top perfor-
mance. The most skilled workers reported that 
management tended to thwart their efforts and that 
they were generally unrecognised when they did put 
in any extra effort. That this was observed more than 
80 years ago, hints that an opportunity was identified 
and appears to have had little attention paid to it over 
that time. 

1.3. How work has changed

To quantify the order of magnitude in worker 
performance, Tom Peters (2004) reported that a top 
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worker performing manual tasks might be three 
times better than an average, competent worker. 
Recognising the shift towards increasing numbers of 
people performing tasks with non-tangible outputs, 
Drucker (1959) coined the term “knowledge worker” 
to provide insights on how to manage such work. 
Peters (2004) proposed that the potential with knowl-
edge work productivity improvements is significantly 
greater than manual, tangible outputs. Top knowledge 
workers are around seven times more productive, 
given that knowledge workers can eliminate unneces-
sary steps and still achieve the desired results. When 
combined with the reductions in team communica-
tion paths and supervision requirements coming 
from a drastic reduction in labour, a highly effective 
team can potentially achieve better results than  
a large complex organisation due to possessing  
a higher level of per-worker output. Moreover, Ken-
nedy (2010) provided several examples of observed 
situations where these levels of output by top per-
formers were achieved for both manual and knowl-
edge work. In one case presented by Kennedy, not 
only could the one worker equal the quantity of out-
put of six peers, but the client-reported quality of 
work was also superior. 

There are pockets of literature examining the 
critical nature of top performers to organisational 
survival. These individuals are seen to be scarce 
enough that an organisation may not be able to find  
a suitable replacement should they lose key talent 
(Aguinis, Gottfredson & Joo, 2012). In what is widely 
considered the project management “bible” (Zhang, 
Kitchenham & Jeffery, 2007), Kerzner outlines how 
top performance comes when highly competent peo-
ple are allowed to deviate from the prescriptive pro-
cesses sanctioned by upper management (Kerzner, 
2017). This is in contrast with Taylor’s “one best way” 
of performing tasks that should be specified by man-
agement for the workers to follow. Taylor’s strategy 
will likely be satisfactory for the typical worker, 
manual or knowledge focused. If the rare highly 
skilled knowledge worker is a reality, potentially 
game-changing results will only be realised if these 
workers can deviate from the way their peers are 
instructed to perform. 

Looking at current trends, it appears the level of 
automated processes will increase, and the manage-
rial toolbox previously developed under a system 
heavily reliant upon manual, tangible outputs per 
worker will decrease in suitability for future organisa-
tions (Kennedy & Philbin, 2018). As noted in the 
introduction, technological developments associated 

with Industry 4.0 (Xu et al., 2018; Krykavskyy et al., 
2019; Vetrova et al., 2020; Nwaiwu et al., 2020) and 
the wider area of digitalisation (Parviainen et al., 
2017; Afonasova et al., 2019; Siderska, 2020) can cre-
ate a system highly sensitive to the decisions of a sin-
gle worker. The increasing interconnectedness of 
technologies leads to greater levels of complexity as 
demonstrated by increasing interest in concepts such 
as system-of-systems (Lucia et al., 2016; Philbin, 
2008). The potential for an increased impact on per-
formance by single individuals is more significant to 
managers given the global trends for much higher 
employee turnover than that experienced by early 
researchers (Rana et al., 2009). 

Despite the importance of individuals in the 
organisation as discussed by Herzberg, Deming and 
others, they spent little time discussing employee 
selection because of the expectation of lifelong 
employment for the worker (Wolff, 2008). To be bet-
ter prepared for future workplaces, managers should 
therefore be equipped with the tools to capitalise on 
the dual impacts of greater sensitivity to the perfor-
mance from individual workers and the high turnover 
of employees providing much higher incidences of 
opportunities than expected by the earlier research-
ers in management.

1.4. Recognising the impact of top per-
formers

The rarity of those with game-changing skills has 
been broached by Fox (2009), when looking at mutual 
fund managers. Fox contends that any detailed analy-
sis of fund performance yields that differences in 
managers over time cannot be shown to be anything 
more than random chance. Managers who have fund 
returns above average one year are as equally likely 
statistically to be below average the next as those who 
finished below average the prior year. As well, gross 
performance above the market indices is typically less 
than the management fees charged for the work. 

This has given rise to the increase in exchange-
traded index funds (ETFs) at the expense of invest-
ment in mutual funds. However, Fox notes that there 
will be those rare managers who are worth their fees 
and who will adapt their strategies to match condi-
tions to beat random performance defined by the 
indices. Fox provides Warren Buffett as the most 
famous of these. The scarcity of these people makes it 
very difficult to find them among the population of 
their peers who do not secure statistically significant 
results. 
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It appears that the nature of the situational 
understanding required for these talented people to 
make the decisions with long-lasting impacts is not 
deep or overly complicated from a technical perspec-
tive. As with the example of mutual fund managers, it 
is more common than it should be for senior manag-
ers to not know who is providing higher-quality 
information. Upton (1998) provided the case in the 
1980s when Kodak considered improving their 
chemical processes. Feedback from many employees 
at lower levels varied about the benefits to the pro-
posed upgrade. The manager burdened with the final 
decision, ultimately decided to cancel the project in 
what was viewed by his superiors as a bold move. This 
allowed rival Fujifilm to hire Kodak’s now unneeded 
technical experts and establish a modern plant based 
on the concepts of the scrapped Kodak upgraded 
production facility. The impact on Kodak’s business 
resulted in losing 10% of the domestic U.S. market 
share within a few years with a corresponding uptake 
by Fujifilm. This highlights how a single decision can 
have billions of dollars in impact (Gavetti, 2004) and 
how a different person in that position could make 
the opposite decision given the same evidence. 

In another case of when a company’s swings in 
fortune result from a few decisions, Xerox provides 
evidence of how individuals can greatly impact per-
formance. In 1999, new CEO Thoman attempted to 
take Xerox away from their roots as an equipment 
manufacturer to a provider of services. After a 90% 
drop in market capitalisation to under USD 300 mil-
lion, Thoman was let go (Chesbrough, 2002). New 
CEO Anne Mulcahy returned Xerox to a focus on 
manufacturing and reversed the downward spiral in 
earnings and investor trust (Slocum, 2006). Xerox is 
again a solid, consistently profitable company with  
a market capitalisation now over USD 8 billion. The 
technology sector has several further high-profile 
examples of where decisions were taken that had  
a profound impact on the company — in some cases, 
a positive impact, and in others, a negative one. In the 
widely reported case for the previous market leader 
for video rentals, Blockbuster, once had the opportu-
nity to acquire a major share of the startup Netflix 
(Sim, 2016). At the time, the CEO decided not to 
pursue the acquisition; within a short period of time 
thereafter, Blockbuster became a bankrupt company, 
completely losing its market dominance and being 
swept aside by the rapid success and growth secured 
by Netflix. The CEO’s decision, in this case, having a 
catastrophic outcome for Blockbuster employees and 
shareholders. In terms of management theory, this is 

also an excellent example of the impact of creative 
destruction (Diamond, 2019), where the new tech-
nology-driven business model of Netflix disrupted 
the marketplace and ultimately led to the demise of 
Blockbuster.

The above examples are provided to demonstrate 
how individuals make decisions that are difficult to 
judge objectively on quantitative analysis, are not 
overly technical, but can have a significant and long-
term impact on an organisation’s performance. The 
authors contend that there are opportunities for these 
types of decisions at most levels and how they are 
generally not noticed by management.

2. Research methods 

The method adopted in this research study is 
based on the process of inductive reasoning to iden-
tify specific instantiations that can be used to derive 
more generalised conclusions (Ketokivi & Mantere, 
2010). The nature of knowledge work limits the viabil-
ity of traditional deductive experimentation to arrive 
at a “one best method” to direct employees (Mintz-
berg, 1973). Mintzberg established a detailed taxon-
omy of possible research methods. Mintzberg 
demonstrated how most are difficult to use in  
a managerial setting and still provide reliable results 
that tie to the research topic. Selecting a research 
method becomes a process of eliminating those from 
the taxonomy that are not viable until few remain. As 
an illustrative example from this research, a quantita-
tive analysis of a survey, according to Mintzberg, 
would require a thorough understanding of the com-
plex system prior to the development of survey ques-
tions that could add insight. Mintzberg suggests that 
once the level of understanding is adequate for 
developing such surveys, the increased understand-
ing from such a process is much lower than that 
acquired from the initial insights obtained through 
observation. We direct the reader to Mintzberg’s 
book for a detailed analysis of further information on 
the selection of research methods if there is uncer-
tainty on why an alternative research method was not 
selected here. The cases used for this paper occurred 
over several decades. The synthesis of the proposition 
offered developed from an initial idea stemming from 
reflections upon similar occurrences and returning to 
the cases presented here to provide the evidence that 
supports the position of the authors.

The main areas, as part of the methodological 
scheme for the research study, are depicted below 



12

Volume 12 • Issue 4 • 2020
Engineering Management in Production and Services

(Fig. 1). The method is composed of three main 
stages, which are as follow: a literature review (1); 
industrial case studies (2); and synthesis of findings 
(3). This approach allows for considering relevant 
and pertinent literature to determine the key anteced-
ent factors that require the adoption of a new para-
digm for engineering management and decision- 
making. This position is explored through reflection 
of a series of industrial cases using the participatory 
action research method and a process of inductive 
reasoning to allow synthesis of generalised proposi-
tions that are linked to the industrial cases and ante-
cedent factors from the literature.

3. Industrial case studies

Through their careers, the authors have been 
exposed to the inner workings of more than 50 
organisations. There have been instances where they 
were fortunate to witness details that would not be 
available to an investigator performing a specific 
study as an outsider. For example, one of the authors 
was in a planning meeting where certain expertise in 
high voltage harmonics was established as needed. 
The experts in the room were able to identify only one 
person in the geographic region (population of circa 
5 million) who had the necessary skill to do the 
required work. They proceeded to negotiate with the 
worker’s current employer to have the worker sec-
onded for the duration of the design schedule. These 
situations emerge when a very specific skillset is 
required. However, the authors contend that workers 
with rare special skills can be found for almost any 
job type. These are the type of workers who can make 
decisions that will greatly impact organisational per-

Fig. 1. Methodological scheme for the research study

formance. Nevertheless, these workers are also rare. 
At one conference attended by one of the authors,  
a keynote speaker speculated that exceptional work-
ers with performance-changing skills represent 
around 1 in 300 workers. The authors assume that 
people having such skills can also use them. From the 
experience of the authors with many different indus-
trial organisations, and looking deeply among the 
ranks, such workers are available at a frequency of 
around 1 in 100. It is disappointing to note that these 
people are too often unrecognised by management as 
being special and are either passed over for key posi-
tions or among the first to be let go in a downturn 
(Kennedy & Huston, 2012). 

It is useful to consider a series of industrial cases 
to advance the analysis of opportunities to positively 
impact the role of engineering management and 
decision-making processes. The data for the examples 
that follow are taken from first-hand encounters with 
the participants, using the participatory action 
research method (Chevalier & Buckles, 2019). In 
each case, at least one of the authors was involved 
within the primary industrial organisation for  
a longer-term service (i.e., a minimum of several 
months). The observations recorded were not the 
focus of the work within the organisations, but rather 
were extracted here due to similarities of the situa-
tions relative to the subject matter being presented. 
All representations of the events are from first-hand 
involvement in the work being observed and direct 
discussions with the participants. 

3.1. Case I: recognising an opportunity 
with significant impact

The first case involved an EPC (engineering, 
procurement and construction) company hired to 
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design and build a process plant for an operating 
company. A part of the design involved numerous 
piping runs. The design process involved best practice 
stages with supervision by experienced engineers, 
interdisciplinary reviews, approvals by owner com-
pany engineers at various stages of design maturity 
and final engineer stamped drawings issued for con-
struction. 

Along with the physical design, there were pro-
cess calculations, operations modelling and control 
logic programming. This process involved more than 
100 people. At no point were any reservations raised 
in the proposed design. However, a part of the design 
proposed 14-inch piping, including fittings and 
valves. When a project engineer assigned to the con-
struction of the approved facility was requested to 
approve the purchase order for the 14-inch valves, she 
raised a flag about the appropriateness of the sizing. 
The experienced procurement officer noticed noth-
ing unusual because three quotes were received for 
the material, and the lowest was selected. The project 
engineer, however, was aware that 14-inch piping was 
not a “common” size. The design engineers selected 
the “standard” 14-inch sizes but herein lies the differ-
ence. Although many of the people involved in the 
project to this point were fully experienced in similar 
engineering projects, none were ever sufficiently 
required to consider the financial impact of their 
decisions.

A summary review of published literature on 
optimising piping designs found the inclusion of 
14-inch piping as a “standard” size and an equally 
viable choice as 12-inch and 16-inch piping (e.g., 
Akbarnia, Amidpour & Shadaram, 2009). Only a rare 

team member who has looked at the financial impact 
of such decisions would know that 14-inch piping is 
not “common”. Deviating from what is typically used, 
such as selecting an uncommon piping size, can have 
a significant and unexpected impact on the cost (Fig. 
2). Once the impact of the choices was highlighted by 
the project engineer, modifications to the design were 
made substituting 12-inch valves along with other 
engineering changes to accommodate the hydraulic 
impacts. The installed cost of the project was reduced 
by USD 120 000, or 2% of the total project cost. In an 
industry where average profit margins on such pro-
jects are typically less than 5% (Silva, 2014), such 
savings have a notable impact on the viability of the 
engineering company. Again, the issue was not tech-
nically complex, but the improvement was not appar-
ent to the first hundred people involved. It is also 
notable that the engineer who identified the recom-
mended change had to expend several hours demon-
strating to the other team members that the point was 
valid. It is also notable that a slowdown in the engi-
neering company subsequent to these events resulted 
in the layoff of approximately 5% of the staff and the 
project engineer who identified the opportunity was 
one of those let go. This is offered to suggest that 
management may not recognise the value of such  
a person within their organisation.

The relevant highlights of Case I are as follow:  
i) a team of more than 100 people developed a plan 
according to their accepted work methods; ii) one 
person offered a more cost-effective alternative;  
iii) the group at large required convincing of the 
validity of the proposal; and iv) senior management 
appeared to not recognise the value of this individual. 
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3.2. Case II: the impact of not clearly 
understanding a system

The authors contend that the types of potential 
benefits from Case I are more common than senior 
management may understand or at least acknowledge 
within their organisation. To demonstrate, the 
authors provide further illustrative examples from 
their industrial experiences of identifying how key 
individuals who have a better understanding of the 
factors leading to success can greatly influence out-
comes. A second case involved a situation where  
a company decided to adopt a new ERP (enterprise 
resource planning) process and data management 
system for improved tracking of the company’s his-
tory. One technology expert offered a personal opin-
ion that the existing data could not be easily uploaded 
into the new ERP system, and a conversion effort was 
required to convert the data into a more compatible 
format. After expending around USD 500 000 in data 
conversion, an outsider to the process discovered 
what was being done and pointed out that the internal 
expert made an error as the new system had the abil-
ity to easily absorb the existing data without the con-
version step. 

The relevant highlights of Case II are as follow:  
i) an established company with thousands of employ-
ees implemented a change in knowledge work pro-
cesses; ii) the in-house expert in the digital 
information system made a decision based on experi-
ence that needlessly expended important resources; 
iii) no one else in the organisation recognised the 
inefficiency; and iv) the management did not appear 
to acknowledge any suboptimal performance.

3.3. Case III: the lasting impact of plant 
infrastructure decisions 

A third case relates to the expansion of a chemi-
cal company’s operations through the development of 
a new storage system consisting of tankage to store 
liquids. The company recognised the potential for 
further expansion and acquired the real estate to 
double the number of tanks from four to eight, as 
shown in Fig. 2. The design team decided to place the 
pumps used to transfer the liquids close to the main 
road. Five years after the engineering facility was 
designed, approval was received to proceed with the 
expansion. The head engineer, relatively new to the 
company, reviewed the scope and pondered why the 
pumps were not placed in the middle of the eight 
tanks instead of at one end. The pumps do not have 
the ability to draw the liquid from the required dis-
tance. Adding a second set of pumps cost the com-
pany circa USD 2 million, an expenditure that would 
not have been necessary if they were placed as shown 
in the right side of Fig. 3. Such an approach was not 
considered at the time of the original design but had 
someone been on the project team who better under-
stood engineering design, the improved design would 
have been selected. 

As with Case II, Case III involves a decision that 
has significant operating and capital impacts. The 
highlights can be summarised as follow: i) a fully 
qualified and certified design team is used to design 
new plant infrastructure; ii) a fully qualified in-house 
worker evaluates the proposed design and determines 
a suitable location for facilities that meets all the cur-
rent requirements; iii) an equally qualified person 
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then identifies how a better decision could have been 
made that improves operation and avoids significant 
future costs; and iv) the management did not 
acknowledge any lessons learned from the new revela-
tions.

3.4. Case IV: the lasting impact of one-
time decisions 

A fourth case involved two competing open-pit 
mining companies, A and B, which have been operat-
ing for several decades in geographic proximity.  
A review of the financial reports indicates that Com-
pany A consistently has 10% lower operating costs 
than Company B. In speaking to geologists at both 
companies, they acknowledged that the difference is 
largely due to the locations selected for the mines. 
The original chief geologist for Company A selected 
regions to acquire where the amount of soil required 
to be removed was minimal. The chief geologist for 
Company B selected regions where the ore was richer 
in the product. The savings from moving much less 
soil gave Company A an advantage of several million 
dollars annually over its closest rival.

Case IV highlights Herzberg’s contention that the 
initial design decisions can have a much greater 
impact on organisational viability than any of the 
motivational policies he championed. The relevant 
elements of this case can be summarised as follow:  
i) both companies had hundreds of engineers and 
support staff involved in the initial design of their 
facilities; ii) each company proceeded on a slightly 
different path in selecting the locations for their 
plants using fully trained and qualified people; iii) 
after years of operation, the decisions made by a key 
person proved to be significantly better for profits 
compared to the competing design team; and iv) 
published financial statements and analyses by nei-
ther company recognised the fundamental difference 
in the decision made at the time of design and how 
this affected the relative performances of the two 
companies.

3.5. Case V: impact from a single person 
deviating from prescribed policy 

The fifth case involves a situation where a com-
pany incorporates advanced automation into its 
manufacturing assembly line, and an unfortunate fire 
destroyed a section of the control equipment. It was 
estimated that it would take about eight weeks to 
complete repairs to the stage where the hardware 
cards will be needed to be reinstalled into the control 

panels. The project engineer directed the purchaser to 
obtain the cards in four weeks to assure they arrived 
in time with a healthy buffer. Aiming to adhere to 
company protocols, the request was made explicitly 
by a required form, where the required date was 
entered as a single cell that does not allow for any 
leeway in the form of a range. The procurement team 
held vendors to the four-week deadline. This required 
substitution of the specified cards with another more 
readily available model that would provide a subopti-
mum solution allowing the plant to restart but with 
less than the desired performance. The team changed 
plans to accommodate the new direction, but one 
team member on the design team decided to tele-
phone the vendor. It was discovered that the proper 
cards would be available in six weeks (within the time 
available to reinstall on schedule), but the vendor was 
not told there was some flexibility in the delivery 
schedule. Although the inquisitive team member was 
reprimanded for overstepping their area of responsi-
bility, the company followed through with buying the 
desired cards. If that one team member had not taken 
the initiative (knowing the reprimand might come), 
the company would have gone down the less desirable 
path.

The relevant elements of Case V are as follow:  
i) a fully qualified and experienced team of company 
employees is executing a project; ii) one person over-
steps their assigned duties to challenge the decision 
made by the team; iii) the alternate is shown to have 
an advantageous outcome; and iv) despite an 
improved outcome, the employee is reprimanded by 
management for not following the company policy.

3.6. Case VI: narrow focus driving deci-
sions with long-term impacts 

The sixth and final case is based on a designer 
with decades of experience drawing P&IDs (piping 
and instrumentation diagrams), who is asked for 
their opinion on two alternatives for a particular 
engineering layout and operating philosophy. The 
designer recommended the option that would require 
40 hours to draw, noting the other option would 
require 160 hours to draw. When the drawings were 
completed, they were sent for review by several stake-
holder groups. After being approved by most of the 
stakeholders, one operations worker noted that  
a solution equivalent to the rejected alternative is bet-
ter because it would save an estimated USD 200 000  
a year in operating costs and be simpler to maintain. 
The operations worker championed the alternate 
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design and won over support for the improved design, 
including some dissension by the design team. The 
designer was then instructed to go back and produce 
a new set of drawings in line with the originally 
rejected proposal. 

The elements of Case VI which parallel the previ-
ous cases are as follow: i) a fully qualified and experi-
enced expert on design makes a decision; ii)  
a company with hundreds of engineers on staff 
reviews and accepts the decision with no questions 
on the design; iii) one person without experience in 
design offers a beneficial alternative; iv) the better 
alternative is not accepted immediately and encoun-
ters resistance; and v) no specific lesson was docu-
mented, or any change to company design standards 
was made.

3.7. Cross-case analysis

Following the recommendations of Yin (2002),  
a cross-case analysis is provided in Table 1. The key 
elements from the summaries of each case are shown 
in tabular form to emphasise the points being illus-
trated.

These cases from the industry are offered as 
examples of situations that have been encountered 
many times by the authors. As shown, many people 
are often fully communicated to make sure that engi-
neering plans reach a wide set of reviewers. However, 
there is a small number of people whose involvement 
is necessary for the best choices to be made. The 

Tab. 1. Cross-case analysis 

No. Element of interest
Case 

I
Case 

II
Case 

III
Case 

IV
Case 

V
Case 

VI

1 Is the initial decision-maker fully qualified and experienced in 
the role? Y Y Y Y Y Y

2 Does the decision have an impact greater than one year of the 
salary of the decision-maker? Y Y Y Y Y Y

3 Was the initial decision reviewed by competent personnel and 
accepted? Y Y Y Y Y Y

4
Does the person providing a better alternative have better iden-
tifiable qualifications or experience than the original decision-
maker?

N N N N N N

5 Was there a need for complicated mathematical calculations to 
identify the potential benefit? N N N N N N

6 Is the alternative identified in time to take corrective actions? Y N N N.A. Y Y

7
Was there visible recognition by management that the person 
providing the beneficial alternative was providing unique and 
valuable tacit knowledge?

N N N N N N

8 Was there visible recognition by management that would indi-
cate an improved decision-making process going forward? N N N N N N

examples from the industry do not require a special-
ised area of expertise from a technical or quantitative 
perspective. But there is a requirement for the indi-
vidual to have a more complete or systemic under-
standing of the success factors for the enterprise. 
Further, the adoption of an integrated systems view of 
project can allow engineers to be aware of a broader 
set of factors to be considered when overseeing the 
delivery of complex engineering projects, namely, 
process, technology, resources, impact, knowledge 
and culture (Philbin & Kennedy, 2014). Engineers 
able to display such a systemic perspective will benefit 
from considering the full range of factors and issues 
to be addressed when designing complex systems and 
engineering projects and, thereby, avoiding so-called 
“stove pipe” behaviour of specialists (Ireland et al., 
2010), which can lead to negative outcomes associ-
ated with a reduced selection of options. Indeed, 
management guru Tom Peters identified a problem in 
modern organisations by creating a narrow focus in 
their workers with the result that specialists are 
encouraged to control a small portion of the overall 
operation without learning the impact it has on other 
departments (Kennedy, 2015). However, the high 
employee turnover rates now experienced in the 21st 
century (Cohen, Blake & Goodman, 2016), provide 
some opportunities mostly ignored by management 
studies of a few decades ago, as noted above. Firstly, 
managers now have many more opportunities to hire 
the type of special individuals identified in our exam-
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ples. Secondly, the succession of jobs now experienced 
by engineering workers provides the potential to be 
exposed to many more circumstances and chances to 
learn perspectives that can be beneficial in new situa-
tions. A caution is noted here that in some of the 
examples reported, the workers who proposed the 
beneficial changes met resistance and did not receive 
recognition by their management or were even repri-
manded in one case.

4. Towards a new paradigm 
for engineering management 
and decision-making in tech-
nology-based organisations

It can be observed from the aforementioned 
cases from the industry that engineers, of course, 
need the required skills and knowledge (Litzinger et 
al., 2011) gained through engineering education and 
subsequent on-the-job training. This includes the 
quantitative and mathematical skills and knowledge 
associated with engineering as well as other engineer-
ing aspects, such as engineering design, control 
engineering, materials engineering, etc. Engineers 
that transition into management also need to have  
a thorough understanding of the tools and techniques 
associated with managing systems, people and pro-
jects (Mitchell et al., 2019), such as organisational 
design, team leadership, project management and 
engineering economics (Philbin et al., 2019). But, 
crucially, there is also a need to know when to be 
intuitive in selecting the course of action. Such an 
intuition, while being guided by having the engineer-
ing and engineering management skills and knowl-
edge, should also be a function of experience and 
akin to “following your gut” for a particular engineer-
ing management decision.

The question arises, how can technology-based 
organisations prepare for such situations? The answer 
is not straightforward. Essentially, organisations need 
to accept that following procedures, conducting 
quantitative assessments and adhering to sets of key 
performance indicators (KPIs) will only work to  
a point. In the absence of management controls, 
implementing a balanced scorecard can help the 
management to improve operational performance 
and ensure operations remain aligned with organisa-
tional strategy (Kaplan & Norton, 1996). However, 
there is still a need for judgement to be applied by the 
management. This judgement may be in the form of 

which KPIs are given the highest priority on achiev-
ing, or it may be a more subtle form of judgement, 
such as understanding how to engage stakeholders in 
the development of the KPIs.

Organisations can raise awareness of the benefits 
of adopting this holistic approach to decision-making 
(Savory & Butterfield, 1998), by deploying standard-
ised and numerical-based decision frameworks 
alongside more intuitive and judgement-based 
approaches. Engineering companies can institute 
strategies to support how to tackle this situation. This 
could be in the form of workshops that seek to share 
experience and learning from projects. These projects 
would highlight how the standardised procedures 
and numerical assessments need to be balanced 
against experience-based judgements that are not 
always the most logical next steps. However, the pro-
jects would act as case studies that would share the 
learnings and drive forward best practice in organisa-
tional and project decision-making. Additionally, 
knowledge management systems can be implemented 
(Maier & Hadrich, 2011). The frequently encountered 
challenge with knowledge management is how to 
capture tacit knowledge. The capture of explicit, 
technical data and information is relatively easy. But 
capturing tacit knowledge built up over many years 
by knowledge-based workers is particularly difficult. 
However, if an effective knowledge management sys-
tem can be implemented, then it may be possible to 
capture the experience-based insights and knowledge 
that can feed into future project decisions that require 
experience-based inputs to be considered alongside 
the numerical frameworks.

A supporting culture will be required to imple-
ment the aforementioned approaches, and this cul-
ture will need to accommodate risk and reward for 
the knowledge workers if they are to feel comfortable 
to take project decisions that incorporate judgement 
alongside numerical decision frameworks. In this 
regard, senior management will need to be supportive 
(Ribiere & Sitar, 2003) through ensuring a collabora-
tive culture allows the organisations to effectively 
learn from project successes and also from mistakes. 
Indeed, existing project management processes stipu-
late that a project lessons learnt review should take 
place after a project has been completed and the key 
findings from the project should be captured and 
stored so that projects in the future can benefit from 
the insights generated from the project (Carrillo et 
al., 2013). However, all too often at the end of a pro-
ject, the project team members move on to other 
projects and in some cases, even move on to other 
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organisations before the lessons learnt can be cap-
tured. Instead, a log of lessons learnt should be kept 
throughout the project so as to avoid this situation. 
Moreover, such project lessons learnt need to be 
integrated into the knowledge management system 
so that the knowledge and insights on delivered pro-
jects are available with explicit and other forms of 
tacit knowledge to improve organisational and pro-
ject level decision-making (Collins, 2010).

Ultimately there is a need for organisations to 
leverage all available resources, including the physical 
as well as non-physical or intangible resources 
(Mahoney & Pandian, 1992). Industrial companies 
can in some cases be adept at managing physical 
resources (such as infrastructure, equipment, materi-
als as well as capital; provision), but they can be less 
effective at successfully managing the contributions 
of knowledge workers. If organisations and engineer-
ing projects are to be more effective in implementing 
decision-making frameworks that incorporate judge-
ment as well as numerical assessments, facilitated by 
efficient knowledge management and a supportive 
culture, there will need to be improvements in how 
organisations harness the contributions of the knowl-
edge workers.

Conclusions

The research study reported in this article has 
explored the need for a new paradigm for engineer-
ing management and the decision-making process. 
This has been enabled through consideration of key 
areas of the academic literature as well as drawing on 
the insights gained from a series of industrial cases. 
As a part of a process of inductive reasoning, the find-
ings of the research study have been synthesised to 
identify the new paradigm for engineering manage-
ment and the decision-making process. This includes 
several areas, which are as follow: the need for engi-
neering managers to have enhanced professional 
skills and knowledge; the importance of experience-
based judgement; effective knowledge management; 
supportive leadership and overall organisational cul-
ture; and a holistic approach to decision-making.

The authors contend that the industrial cases 
provided in this article are common enough and an 
organisation that directs resources towards the 
enhancement of decision-making processes can have 
significant improvements in viability. It should also 
be noted that the knowledge contained by engineers 
who were able to identify improvement opportunities 

did not involve complex calculations requiring years 
of study of advanced subjects. Therefore, the authors 
propose that the management should be able to culti-
vate engineers who could step up in such circum-
stances to help direct proper stewardship and, 
thereby, more effective decision-making. In this con-
text, it will be important for engineering managers to 
have access to the required skills and knowledge that 
moves beyond the traditional background in quanti-
tative methods. This enhanced set of skills includes 
people and social related abilities and awareness and 
can be viewed in relation to EQ or emotional quotient 
(Bar-On et al., 2004), i.e. an ability to manage emo-
tions through positive engagement with others and 
through effective communication to address chal-
lenges that may arise.

We must also note that this is not an issue helped 
by most typically offered tools intended to assist 
engineering managers in improving performance. In 
all the industry cases covered, quantitative measures 
would not flag any problem with decisions being 
made. Deming often highlighted how the important 
factors for success were not quantifiable. In this vein, 
there is much literature demonstrating how quantita-
tive measures, such as KPIs, that may lead to behav-
iours that are actually opposite to the outcomes 
intended to be supported (Paul-Hus, Desrochers, De 
Rijcke, & Rushforth, 2017) or even manipulation to 
cloud issues that may deserve management action 
(Demski, 1998). Indeed, Kennedy and Huston (2012) 
provide the case where one project manager was seen 
by upper management as being a top performer 
because his projects were consistently under budget. 
However, the researchers highlighted that by adopt-
ing a longer-term perspective, the engineer was able 
to secure higher budgets to make it easier to come in 
under the budget. Other project managers completed 
similar engineering projects spending much less, but 
only meeting or slightly exceeding their negotiated 
budgets. Looking at a sample of very similar projects, 
the top performer spent in excess of USD 2 million 
more than the other project managers for similar 
scopes. As a consequence of focusing on performance 
against negotiated budget, management rewarded the 
project manager’s skill in effectively gaming the sys-
tem rather than their overall ability to steward 
resources. 

Future work is suggested to focus on a detailed 
investigation of the decision-making process that is 
currently adopted by engineering managers. In this 
regard, longitudinal research studies are recom-
mended that examine the decision-making processes 
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in industrial engineering companies; international 
comparative studies are also suggested as an informa-
tive empirical mechanism to reveal greater insights in 
this area. Finally, it is suggested that future research is 
directed towards understanding the impact of 
increasing levels of digitalisation on the decision-
making process as well as identification of the tools 
and techniques available to engineering managers in 
this context.
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A B S T R A C T
Warehouses are crucial infrastructures in supply chains. As a strategic task that would 
potentially impact various long-term agenda, warehouse location selection becomes 
an important decision-making process. Due to quantitative and qualitative multiple 
criteria in selecting alternative warehouse locations, the task becomes a multiple 
criteria decision-making problem. Current literature offers several approaches to 
addressing the domain problem. However, the number of factors or criteria considered 
in the previous works is limited and does not reflect real-life decision-making. In 
addition, such a problem requires a group decision, with decision-makers having 
different motivations and value systems. Analysing the varying importance of experts 
comprising the group would provide insights into how these variations influence the 
final decision regarding the location. Thus, in this work, we adopted the Technique for 
Order of Preference by Similarity to Ideal Solution (TOPSIS) to address a warehouse 
location decision problem under a significant number of decision criteria in a group 
decision-making environment. To elucidate the proposed approach, a case study in  
a product distribution firm was carried out. Findings show that decision-makers in this 
industry emphasise criteria that maintain the distribution networks more efficiently at 
minimum cost. Results also reveal that varying priorities of the decision-makers have 
little impact on the group decision, which implies that their degree of knowledge and 
expertise is comparable to a certain extent. With the efficiency and tractability of the 
required computations, the TOPSIS method, as demonstrated in this work, provides  
a useful, practical tool for decision-makers with limited technical computational 
expertise in addressing the warehouse location problem.
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Introduction

Warehouses are infrastructures where raw mate-
rials or finished goods are stored before distribution 
for sale (Singh et al., 2018). They serve as storage 
facilities for enabling the movement of products 

through receiving, transferring, picking, and ship-
ping. These processes contribute to the material flows 
in supply chains (Singh et al., 2018). Mostly, firms 
have warehouses within their physical vicinities 
where operations are under their control. When 
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demand increases, firms (e.g., manufacturing) often 
require additional warehouse space; however, often, 
the option of building a warehouse may not be pos-
sible due to high investment costs (Wutthisirisart et 
al., 2015). In consequence, excess inventory that can-
not be stored in warehouses controlled by the firms is 
transferred to third-party warehouses for which the 
firm pays rent, as well as incur labour and transporta-
tion costs for storing items and moving them back to 
the central warehouse (Demirel et al., 2010). These 
associated costs (i.e., warehousing costs) represent 
24–29% of the total logistics cost (Singh et al., 2018). 
Due to their role in the effective management of the 
supply chain and its strategic importance, selecting  
a warehouse location becomes a crucial task.

A suitable warehouse location enhances the 
profitability of the firm and reduces the risk and 
uncertainty of the supply chain (Dey et al., 2016). It 
allows managers to respond quickly to demand flexi-
bility (Jha et al., 2018). Consequently, it improves 
customer satisfaction, increasing the competitive 
advantage of the firm (Dey et al., 2016). Thus, locat-
ing a warehouse is a crucial process as it impacts 
capital investment, operating expenses, and customer 
service, and once in place, the decision becomes 
almost irreversible (Singh et al., 2018). Putting in the 
context of a supply chain network, a warehouse deter-
mines the efficiency and speed of supply chains 
(Singh et al., 2018). Vlachopoulou et al. (2001) argued 
that warehouse location selection was not only  
a question of choosing sites; instead, it involved com-
paring local characteristics of a market with the firm’s 
overall corporate and marketing goals. Weber (1909, 
1929) first introduced the warehouse location theory. 
The proposed problem locates a single warehouse to 
minimise the total travel distance between the ware-
house and a set of locally distributed customers. Since 
then, the attention that warehouse location obtains in 
the current literature has increased dramatically. 

Various methods were proposed to address  
a warehouse location problem, generally formulated 
as a mathematical program with solution techniques 
ranging from linear programming (Brunaud et al., 
2018; Vanichchinchai & Apirakkhit, 2018; You et al., 
2019) to search algorithms (Klose & Görtz, 2007; 
Huang & Li, 2008; An et al., 2014) and heuristics 
(Ghaderi & Jabalameli, 2013; Guastaroba & Speranza, 
2014; Ho, 2015). Although single-objective optimisa-
tion methods are reported in the current literature, 
the consideration of multiple criteria is a direct con-
sequence of the warehouse location problem due to 
the presence of various factors in the selection pro-

cess. Among the early works on this domain, Lee et 
al. (1980) formulated an integer goal programming to 
a multi-criterion warehouse selection problem. How-
ever, formal mathematical programs limit the selec-
tion process only to consider criteria that can be 
articulated as a mathematical expression with defined 
measurement systems. This drawback pre-empts  
a holistic real-life decision-making problem due to 
the existence of subjective and objective criteria 
(Demirel et al., 2010; Dey et al., 2016). Thus, in 
addressing this limitation, multi-criterion decision-
making (MCDM) methods have become a popular 
approach in the domain literature.

In the literature, works highlighting warehouse 
location selection went forward by presenting defined 
sets of criteria commonly used in the real-life deci-
sion-making process. These works used the criteria to 
identify the best warehouse location among a defined 
set of alternative sites. This process is contextualised 
around the realm of an MCDM where the best alter-
native is chosen among a specified set, subject to 
multiple and even conflicting criteria. More formally, 
the MCDM process can be defined as evaluating the 
alternatives for selection or ranking, using a number 
of qualitative and/or quantitative criteria that have 
different measurement units (Özcan et al., 2011). 
Among several MCDM methods, the use of the 
ELimination Et Choice Translating REality (ELEC-
TRE) methods, the analytic hierarchy process (AHP), 
and the Technique for Order of Preference by Simi-
larity to Ideal Solution (TOPSIS) can be highlighted 
as the primary methods of use (Özcan et al., 2011). 
The TOPSIS method was first proposed by Hwang 
and Yoon (1981) with the underlying principle that 
the best alternative is chosen based on maximising 
the distance from the negative ideal solution and 
minimising the distance from the positive ideal solu-
tion. 

It is applicable in solving decisions with a large 
number of criteria, similar to the ELECTRE methods 
(Roy, 1990; Roy, 1991). This aspect overcomes one 
shortcoming of the AHP — its unsuitability of han-
dling a large number of criteria or alternatives. Using 
the TOPSIS method, weights are determined through 
normalisation. This aspect overcomes the shortcom-
ings of ELECTRE methods of possible biased data. 
These advantages of the TOPSIS compared to the 
AHP and ELECTRE make the TOPSIS more suitable 
for solving huge MCDM problems involving a huge 
number of criteria (e.g., warehouse location selec-
tion) (Özcan et al., 2011), especially where objective 
or quantitative data are given (Shih et al., 2007).
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Hung and Cheng (2009) identified the main 
advantages of the TOPSIS: (1) simple, rational, com-
prehensible concept, (2) intuitive and clear logic that 
represents the rationale of human choice, (3) ease of 
computation and good computational efficiency, (4)  
a scalar value that accounts for both the best and 
worst alternatives’ ability to measure the relative per-
formance for each alternative in a simple mathemati-
cal form, and (5) possibility for visualisation. 
However, despite these advantages, using the TOPSIS 
method in solving a warehouse selection problem has 
limited insights. To the best of our knowledge, only 
Özcan et al. (2011), Roh et al. (2015), Büyüközkan 
and Uztürk (2017), and Roh et al. (2018) have 
explored such an approach. The TOPSIS method is 
applicable in solving MCDM problems with a large 
number of criteria, which was not explored in previ-
ous warehouse selection studies as a generic set of 
criteria was mostly used. Whereas in real-life deci-
sion-making, this domain problem requires a deci-
sion over a broad set of criteria. Additionally,  
a committee or a group of high-level managers of an 
organisation (or firm) along with external consult-
ants or experts play an important role in the ware-
house location selection problem (Dey et al., 2016). 
This expert group carefully chooses the right combi-
nation of selection criteria for the decision problem, 
along with important judgment elicitations necessary 
for the selection process. However, the obviously 
varied knowledge and expertise of these experts, have 
a significant impact on the overall group decision. 
Nevertheless, the current domain literature within 
the TOPSIS method fails to address this condition. 
Thus, the motivation of this study is to explore  
a warehouse selection problem involving a large 
number of criteria in a group decision-making envi-
ronment, which is seen as a more realistic approach 
in warehouse location decision-making. The compre-
hensive criteria set is obtained by consolidating the 
significant criteria derived from the literature. In 
addition, of the varying importance of the analysis by 
experts comprising the group is put forward to pro-
vide insights into how these variations influence the 
final decision regarding the location. The contribu-
tion of this work is to carry out a group warehouse 
selection problem under a large number of criteria, 
which reflects real-life decision-making.

This paper is organised as follows. Section 2 pre-
sents some preliminary information on the 
approaches of warehouse location and the computa-
tional process of TOPSIS. Section 3 discusses the 
background of the case study and the proposed pro-

cedure. The insights of the findings are highlighted in 
Section 4. It ends with a conclusion and discussion of 
future work in Section 5.

1. Preliminaries

1.1. Approaches to warehouse location 
selection

Due to the finite number of location alternatives, 
usually pre-defined in the decision problem, to be 
evaluated under multiple, even conflicting criteria, 
the warehouse location selection could be appropri-
ately framed as a multi-criterion decision-making 
(MCDM) problem (Özcan et al., 2011). As ill-defined 
formulations, MCDM problems often contain a crite-
rion or criteria, from the set of criteria, which are 
subjective, with non-sharp information and limited 
measurement systems (Ocampo & Clark, 2015). The 
presence of both quantitative and qualitative factors 
(i.e., criteria) in the warehouse location selection 
process (Demirel et al., 2010) increases the complex-
ity of the decision problem. As such, a decision 
regarding the location of a warehouse is generally one 
of the most critical and strategic decisions in logistics 
management and supply chain planning, mainly that 
such decision involves substantial capital investments 
and impacts future long-term capacity and inventory 
decisions (Demirel et al., 2010).

In a recent review by Yap et al. (2019) on the 
application of MCDM methods in site selection prob-
lems, to which warehouse location selection belongs, 
the analytic hierarchy process (AHP) of Saaty (1980) 
emerges as the widely used approach. In fact, one of 
the earliest works on solving warehouse location 
selection problem via MCDM methods was presented 
by  Korpela and Tuominen (1996), with the AHP as 
their approach. Since then, the domain literature on 
this topic has flourished, and an increasing number of 
works that implemented MCDM methods and their 
hybrid, including their extensions via the use of fuzzy 
set theory, has been reported for the last decade. 
Some MCDM methods which were adopted in 
addressing the warehouse selection problem and 
closely related problems include approaches (i.e., 
pure or hybrid) based on the AHP (Alberto, 2000; 
García et al., 2014; Boltürk et al., 2016; Raut et al., 
2017; Kabak & Keskin, 2018; Hakim & Kusumastuti, 
2018; Singh et al., 2018; Franek & Kashi, 2017; Nevima 
& Kiszová, 2017), analytic network process — the 
generalisation of the AHP (Cheng et al., 2005), simple 
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additive weighting (Chou et al., 2008; Dey et al., 
2013), PROMETHEE II (Athawale et al., 2012),  
ELECTRE-II (He et al., 2017), the Choquet integral 
(Demirel et al., 2010), TOPSIS (Chu, 2002), VIKOR 
(Kutlu Gündoğdu & Kahraman, 2019), and cloud-
based design optimisation (Temur, 2016), among 
others. Some works on this domain purposely com-
bined two or more MCDM methods to overcome and 
complement the limitations of each technique and 
come up with a more powerful hybrid selection tool. 
In most cases, a different approach is adopted to 
address the prioritisation (or weighting) of the crite-
ria and another tool for the ranking of alternative 
warehouse locations. These works include the inte-
gration of fuzzy TOPSIS-SAW-MOORA (Dey et al., 
2016),  fuzzy AHP-TOPSIS (Roh et al., 2018), and 
stochastic AHP and fuzzy VIKOR (Emeç & Akkaya, 
2018). Note that this list is not intended to be com-
prehensive.

Aside from MCDM techniques, different meth-
ods have been explored in addressing warehouse 
selection decisions. In general, these techniques are 
associated with mathematical programming, with 
various solution techniques such as search algorithms 
and heuristics (Tyagi & Das, 1995; Rosenwein, 1996). 
An early work of Lee et al. (1980) first proposed an 
integer goal programming formulation for a multi-
criterion warehouse location problem. Since then, 
various extensions have been developed, including 
mixed-integer linear programming (Kratica et al., 
2014; Brunaud et al., 2018; Vanichchinchai & Apirak-
khit, 2018; You et al., 2019), non-linear programming 
(Monthatipkul, 2016), multi-objective optimisation 
model (Xifeng et al., 2013), and second-order cone 
programming (Wagner et al., 2009), among others. 
Due to the complexity of the formulation, and entrap-
ment to the local optima as a direct consequence, 
various techniques were developed, such as the 
Lagrangian relaxation approach (Ozsen et al., 2008; 
Nezhad et al., 2013), approximation algorithms 
(Huang & Li, 2008), local search algorithm (Cura, 
2010), branch-and-price algorithm (Klose & Görtz, 
2007), hybrid firefly-genetic algorithm (Rahmani  
& MirHassani, 2014), evolutionary multi-objective 
optimisation (Rakas et al., 2004), two-stage robust 
models and algorithms (An et al., 2014), and weighted 
Dantzig-Wolfe decomposition and the path-relinking 
combined method (Li et al., 2014). Search heuristics 
were also proposed, including hybrid multi-start 
heuristic (Resende & Werneck, 2006), a discrete vari-
ant of unconscious search (Ardjmand et al., 2014 and 
Kratica et al., 2014), math heuristic (Rath & Gutjahr, 

2014), greedy heuristic and fix-and-optimise heuris-
tic (Ghaderi & Jabalameli, 2013), kernel search heu-
ristic (Guastaroba & Speranza, 2014), iterated tabu 
search heuristic (Ho, 2015), modified Clarke and 
Wright savings heuristic (Li et al., 2015), and swarm 
intelligence based on sample average approximation 
(Aydin & Murat, 2013). Interpretive structural mod-
elling was also adopted to solve a warehouse selection 
problem that incorporates the sustainability agenda 
(Jha et al., 2018). When formal mathematical pro-
grams are used to address warehouse location deci-
sions, the factors are expected to be quantitative and 
measurable in such a way that they can be expressed 
as formal mathematical equations or inequalities. 
However, in most real-life cases, some factors relevant 
in the decision domain (e.g., quality of life, social and 
cultural, security) are qualitative and subjective, 
which could not be expressed as mathematical state-
ments. Thus, MCDM methods are considered  
a holistic approach in addressing both quantitative 
and qualitative factors in the selection of a warehouse 
location. 

1.2.  TOPSIS — the Technique of Order 
Preference Similarity to the Ideal 
Solution 

In the context of MCDM applications for the 
selection of a warehouse location, the AHP, ELEC-
TRE, and TOPSIS can be highlighted as the primary 
methods (Özcan et al., 2011). Özcan et al. (2011) 
made a comparative assessment of these methods, 
and the result is presented in Appendix 1. The assess-
ment provides an insight into the performance of 
these methods in several areas. It is noteworthy that 
the TOPSIS has three main leverages: (1) the number 
outranking relations is one, which implies efficiency 
in judgment elicitations, (2) it is able to handle a large 
number of alternatives and criteria with objective and 
quantitative data, and (3) it generates a global, net 
order. These characteristics are appropriate in 
addressing a warehouse location selection, particu-
larly when the number of criteria and alternatives is 
large, and the efficiency in generating the results from 
judgment elicitations is given a priority.

Initially proposed by Hwang and Yoon (1981), 
the foundation of TOPSIS lies at the notion of the 
distance function where the best alternative is chosen 
on the basis of maximising the distance from the 
negative ideal solution and minimising the distance 
from the positive ideal solution. Aside from location 
decision problems, TOPSIS has been used in a broad 
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application domain, such as performance evaluation 
with the use of financial investment decisions (Kim et 
al., 1997), and financial ratios (Deng et al., 2000), 
personnel selection (Kelemenis & Askounis, 2010), 
strategy formulation (Ocampo, 2019), among others. 
Note that this list is not intended to be comprehen-
sive. Reviews on the applications of TOPSIS have 
been reported by Behzadian et al. (2012), Shukla et al. 
(2017), and  Yadav et al. (2018). TOPSIS leverages its 
advantages on simplicity and the tractability of the 
notion of distance based on ranking a set of alterna-
tives (Chou et al. 2008; Özcanet al., 2011). It has effi-
cient computational requirements due to its more 
straightforward evaluation techniques (Chou et al., 
2008; Özcan et al., 2011; Roszkowska, 2011; Vavrek et 
al., 2017; Stankevičienė & Nikanorova, 2020).

The computational steps of the TOPSIS approach 
are provided below.

Step 1: Establish a decision matrix to evaluate the 
alternatives (e.g., supplier selection attributes) under 
different criteria. The structure of the evaluation can 
be expressed as follows:
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represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
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Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 
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where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 
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Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 
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Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 
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Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 
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𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  
2. Proposed procedure: TOPSIS 
group decision-making for the 
problem of warehouse loca-
tion selection

2.1. Case-study background

ABC-G Enterprises is a product distributor of 
one of the largest brewing companies in the Philip-
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⎛
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𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

(5)

(6)
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⋯
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⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 

 
Step 6: Determine the positive ideal solution 

(PIS), denoted by 𝑉𝑉𝑉𝑉+, and the negative ideal solution 
(NIS), denoted by 𝑉𝑉𝑉𝑉−: 

𝑉𝑉𝑉𝑉+ = {𝑣𝑣𝑣𝑣1+, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛+} = ��𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈     𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2��   

𝑉𝑉𝑉𝑉− = {𝑣𝑣𝑣𝑣1−, … , 𝑣𝑣𝑣𝑣𝑛𝑛𝑛𝑛−} = ��𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖
𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽1� ,

�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖

𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 : 𝑗𝑗𝑗𝑗 ∈ 𝐽𝐽𝐽𝐽2�� 

 
where 𝐽𝐽𝐽𝐽1 is associated with the benefit (i.e., 
maximising) criteria, and 𝐽𝐽𝐽𝐽2 is associated with the 
cost (i.e., minimising) criteria. 

Step 7: Calculate the separation measures, using 
the m-dimensional Euclidean distance. The 
separation measure 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ of each alternative 𝑖𝑖𝑖𝑖 from the 
PIS is given as 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗+�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚   (7) 

 
Similarly, the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− of each 
alternative from the NIS is as follows: 

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− = �∑ �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 − 𝑣𝑣𝑣𝑣𝑗𝑗𝑗𝑗−�
2𝑛𝑛𝑛𝑛

𝑗𝑗𝑗𝑗=1 �
1
2   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚  (8) 

 
Step 8: Calculate the relative closeness to the 

ideal solution and rank the alternatives in descending 
order. The relative closeness coefficient of the 
alternative j with respect to PIS 𝑉𝑉𝑉𝑉+ can be expressed 
as:  

𝐶𝐶𝐶𝐶𝑖𝑖𝑖𝑖 = 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−

𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖
−+𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖

+  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚                (9) 

  

 
 

𝐷𝐷𝐷𝐷𝑘𝑘𝑘𝑘 =

⎝

⎛
𝑓𝑓𝑓𝑓11𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓12𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘

𝑓𝑓𝑓𝑓21𝑘𝑘𝑘𝑘 𝑓𝑓𝑓𝑓22𝑘𝑘𝑘𝑘 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2𝑘𝑘𝑘𝑘

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛𝑘𝑘𝑘𝑘 ⎠

⎞                    (1) 

 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘, 𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛, 𝑘𝑘𝑘𝑘 = 1, … ,𝑀𝑀𝑀𝑀, 
represents the evaluation score on the performance 
(or relevance) of the 𝑖𝑖𝑖𝑖th alternative on the 𝑗𝑗𝑗𝑗th 
criterion, elicited by the 𝑘𝑘𝑘𝑘th decision-maker. 

Step 2: Aggregate the individual decision 
matrices using an aggregation function. One of the 
highly adopted aggregation functions is the 
arithmetic mean. Thus, the aggregate score 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  can be 
obtained as 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = ∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝑘𝑘𝑘𝑘𝑀𝑀𝑀𝑀

𝑘𝑘𝑘𝑘=1 . The resulting aggregate 
decision matrix is shown in Equation (2). 
 

𝐷𝐷𝐷𝐷 = �

𝑓𝑓𝑓𝑓11 𝑓𝑓𝑓𝑓12 ⋯ 𝑓𝑓𝑓𝑓1𝑛𝑛𝑛𝑛
𝑓𝑓𝑓𝑓21 𝑓𝑓𝑓𝑓22 ⋯ 𝑓𝑓𝑓𝑓2𝑛𝑛𝑛𝑛
⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚1

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚2

⋱
⋯

⋮
𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚𝑛𝑛𝑛𝑛

�                  (2) 

 
Step 3: Obtain the priority weights of the criteria. 

The priority weight of a criterion 𝑗𝑗𝑗𝑗 is expressed as 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 . 
Any prioritisation technique generates this. Note that 
the TOPSIS approach provides no specific method 
for obtaining the priority weights of the criteria. 

Step 4: Calculate the normalised decision matrix 
𝑅𝑅𝑅𝑅 = �𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛

. The normalised value 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗  is obtained 
as: 

𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 =
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

�∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
2𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=1 �
1
2
   ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛 (3)

   
Step 5: Calculate the weighted normalised 

decision matrix 𝑉𝑉𝑉𝑉 = �𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗�𝑚𝑚𝑚𝑚×𝑛𝑛𝑛𝑛
. Each element 

denoted as 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 , is obtained by 
 
 𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 = 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗 × 𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗  ∀𝑖𝑖𝑖𝑖 = 1, … ,𝑚𝑚𝑚𝑚, 𝑗𝑗𝑗𝑗 = 1, … ,𝑛𝑛𝑛𝑛  (4) 
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pines. It is a local distributor which is located in Cebu, 
an island in the central Philippines. With an increas-
ing trend for the demand for their products, the 
company is in the process of finding a new location 
where they can build their second warehouse. The 
new warehouse is intended to stock a significant vol-
ume of their products to respond to an expected 
increase in customer demand. Two possible location 
alternatives were identified by ABC-G Enterprises. 
One possible location is at a 10-kilometre distance 
from their current headquarters, with an area of 
around  380 square meters. The second alternative 
has an area of approx. 300 square meters and is 
located within a 9-kilometre distance. Aside from the 
available area and the distance of the possible loca-
tion, the company is also considering other salient 
criteria. For brevity, we refer to Talamban warehouse 
and Compostela warehouse for the first and second 
alternative, respectively. In determining the best loca-
tion, the final decision lies with the administration 
team, which is composed of the President, Adminis-
tration Manager, Senior Manager, and Assistant 
Manager, who are usually involved in making the 
crucial decisions of the company. Thus, there is a 
need for ABC-G Enterprises to carry out an analytic 
multi-criterion group decision-making process to 
identify the best location for the warehouse.

2.2. Computational steps

The proposed TOPSIS group decision-making 
process in this work consists of the following steps:

Step 1: Set up the decision warehouse location 
selection problem.

The decision problem is shown in Fig. 1. It shows 
the evaluation of two alternative warehouses (i.e., 
Talamban Warehouse and Compostela Warehouse) 
under 22 selection criteria. Current literature offers a 
number of selection criteria for warehouse location 
selection. Appendix 2 presents the majority of these 
criteria. These criteria are generic to some extent but 
may not be applicable in some cases, depending on 
the decision problem under consideration. The two 
warehouse location alternatives are evaluated with 
this set of criteria. Table 1 presents these criteria, cor-
responding codes for the brevity of presentation, and 
a brief description.

Step 2: Assign the importance weights of the 
expert decision-makers.

For this work, the administration team, which is 
composed of four members, becomes the expert 
group tasked to elicit judgments within the TOPSIS 
approach. Thus, the proposed approach becomes  
a TOPSIS group decision-making problem. However, 
in this case, the members of the expert group are non-
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Tab. 1. The set of criteria for the case of warehouse location selection

Code Criteria Description

C1 Unit price Refers to the unit price per square metre of land

C2 Transportation cost Relates to costs associated with the transportation facilities, and 
alternative transportation types

C3 Logistics cost Relates to the costs of transferring products from the warehouse to 
their destinations

C4 Proximity to the leading supplier The distance from the warehouse to the main supplier

C5 Proximity to customers The distance from the warehouse to the customers

C6 Availability of customers Number of customers in the area of the warehouse

C7 Space availability Adequate space should be available for the warehouse

C8 Accessibility to the road Road infrastructure considering the trucking service and road 
conditions

C9 Accessibility to the seaport Considers accessibility to the seaport and distance from the ware-
house

C10 Accessibility to the airport Considers accessibility to the airport and distance from the ware-
house

C11 Existence of modes of transportation Availability of different transportation types in the location

C12 Quality and reliability of modes of transportation Transportation service between the customer, supplier, and the 
warehouse

C13 Telecommunication systems Communication facilities and technologies of the warehouse

C14 Zoning and construction plan Different development plans, implementations, and arrangements 
of local administrations at alternative locations

C15 Industrial regulations laws Various laws and arrangements at the alternative locations

C16 Security of region Refers to the rate of loss by robbery, presence of organised crime, 
security personnel, and security systems

C17 Traffic access
Refers to the capacity of handling a large volume of traffic and 
providing ease of access to transportation infrastructure and 
traffic-related services

C18 Political stability Relates to political change or stable political decisions

C19 Social stability Risk of protests against the government

C20 Economic stability A significant level of output growth and low and stable inflation

C21 Impact on ecological landscape Maintains or improves the original landscape without damaging 
the city’s image

C22 Condition of public facilities Requires public goods, such as roads, communication, power sup-
ply, and water to function properly

Tab. 3. Importance weights of decision-makers based on S1, S2, S3

Decision-makers Priority weights of decision-
makers based on

S1 S2 S3

President 0.2258 0.2903 0.2500

Administration Manager 0.2258 0.2581 0.2500

Senior Manager 0.2581 0.2258 0.2500

Assistant Manager 0.2903 0.2258 0.2500

Tab. 2. Rating scale for each criterion

Scale
Equivalent 

rating 
score

Very important 10

Fairly important 9

Important 7

Slightly important 5

Least important 3

Not important at all 1

Intermediate values between the two adjacent 
judgments 2, 4, 6, 8
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homogeneous in their expertise of the decision 
problem, as well as their power in decision-making 
within the company. Thus, the aggregation described 
in Step 2 must be revised. Instead, expert decision-
makers are assigned corresponding priority weights. 
These weights represent the importance of their 
inputs to the group decision. One crucial point that 
must be addressed in the process of generating these 
weights. To address this, three possible scenarios 
were explored; that is, three sets of priority weights of 
decision-makers were generated. Priority weights 
were obtained based on (S1) the level of their exper-
tise in warehouse location selection, (S2) their power 
in making decisions, (S3) equal weights. Table 2 pro-
vides the rating scale that was used to generate the 
importance weights of the decision-makers. The 
weights of the decision-makers based on the three 
scenarios (i.e., S1, S2, S3) are shown in Table 3. 

Tab. 4. Criteria weights for S1, S2, and S3

Criteria President Admin  
Manager

Senior  
Manager

Assistant 
Manager

Weights for 
S1

Weights for 
S2

Weights for 
S3

C1 10 10 10 10 0.0758 0.0759 0.0759

C2 9 8 9 9 0.0665 0.0663 0.0664

C3 6 5 7 6 0.0457 0.0453 0.0455

C4 9 9 10 10 0.0724 0.0717 0.0721

C5 8 8 9 10 0.0670 0.0659 0.0664

C6 7 6 7 7 0.0514 0.0512 0.0512

C7 8 8 7 9 0.0609 0.0607 0.0607

C8 8 9 7 9 0.0626 0.0627 0.0626

C9 3 1 2 1 0.0130 0.0137 0.0133

C10 1 2 1 1 0.0093 0.0095 0.0095

C11 5 5 4 5 0.0360 0.0362 0.0361

C12 7 8 8 9 0.0612 0.0602 0.0607

C13 7 6 6 5 0.0450 0.0460 0.0455

C14 4 3 4 2 0.0242 0.0250 0.0247

C15 6 7 6 7 0.0494 0.0492 0.0493

C16 8 7 7 8 0.0570 0.0570 0.0569

C17 8 8 9 9 0.0648 0.0641 0.0645

C18 5 5 4 3 0.0316 0.0328 0.0323

C19 4 2 3 2 0.0205 0.0213 0.0209

C20 4 3 3 3 0.0245 0.0250 0.0247

C21 1 1 2 1 0.0095 0.0093 0.0095

C22 6 7 6 8 0.0516 0.0509 0.0512

Based on S1, the Assistant Manager got the high-
est priority since it has a better knowledge of the 
warehouse operations. The S2 scenario yields the 
President’s judgments with the highest weight as it 
has the most significant power in making decisions 
for the company. Finally, Table 3 shows with equal 
priority weights, that the level of influence of the four 
decision-makers on the warehouse location selection 
is equal.

Step 3: Generate the priority weights of the crite-
ria. Decision-makers were asked to rate the impor-
tance of each criterion on a scale from 1 to 10, where 
1 and 10 representing the lowest and highest impor-
tance, respectively. With S1, S2, and S3, three sets of 
priority weights were also generated for the criteria 
set. Table 4 presents the criteria weights on the three 
different scenarios.
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Tab. 5. Rating scale for the cost criteria

Scale Rating

Very Poor (VP) 10

Poor (P) 9

Medium Poor (MP) 7

Fair (F) 5

Good (G) 3

Very Good (VG) 1

Intermediate values between the two 
adjacent judgments 8, 6, 4, 2

Tab. 6. Rating scale for the benefit criteria

Scale Rating

Poor (P) 1

Medium Poor (MP) 3

Fair (F) 5

Medium Good (MG) 7

Good (G) 9

Very Good (VG) 10

Intermediate values between the two 
adjacent judgments 2, 4, 6, 8

Table 4 shows the weights of each criterion for all 
scenarios, i.e., S1, S2, and S3. It must be noted that the 
weights of the criteria presented in Table 4 are 
aggregate weights concerning the corresponding 
importance of the decision-makers in each scenario, 
as shown in Table 3. For instance, the weight of C1 
for S1, written as 𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1, is computed using the 
following: 

𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 = ∑ 𝑥𝑥𝑥𝑥1𝑘𝑘𝑘𝑘
𝑆𝑆𝑆𝑆1𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1
𝑘𝑘𝑘𝑘

∑ ∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘
𝑆𝑆𝑆𝑆1𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1
𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖

                           (10) 

 
where 𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 denotes the weight of criterion 1 in S1, 𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘𝑆𝑆𝑆𝑆1 
is the score of criterion 1 under S1 as elicited by 
decision-maker 𝑘𝑘𝑘𝑘, and 𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1 represents the weight of 
decision-maker 𝑘𝑘𝑘𝑘 under S1. For instance, 
 
𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1

=  
(10 × 0.2258) + (10 × 0.2258) + (10 × 0.2581) + (10 × 0.2903)

131.8710
= 
0.0758  
 

 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎 = 1

4
∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗

𝑘𝑘𝑘𝑘,𝜎𝜎𝜎𝜎𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘
𝜎𝜎𝜎𝜎

𝑘𝑘𝑘𝑘                          (11) 
 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎 represents the aggregate performance score 
of the 𝑖𝑖𝑖𝑖th alternative (i.e., warehouse) with respect to 
𝑗𝑗𝑗𝑗th criterion, under scenario σ (i.e., S1, S2, S3), 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗

𝑘𝑘𝑘𝑘,𝜎𝜎𝜎𝜎 
is the score of the 𝑖𝑖𝑖𝑖th alternative with respect to 𝑗𝑗𝑗𝑗th 
criterion, under scenario σ evaluated by the 𝑘𝑘𝑘𝑘th 
decision-maker, and 𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝜎𝜎𝜎𝜎  is the importance weight of 
decision-maker 𝑘𝑘𝑘𝑘 under scenario σ. The aggregate 
decision matrices are shown in Table 8. 
For instance, using Equation (11), the value of 𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1 
can be obtained: 
 
𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1

=  
(4 × 0.2258) + (5 × 0.2258) + (5 × 0.2580) + (4 × 0.2932)

4
= 1.1210 
 
 

Step 6: Calculate the normalised decision 
matrices.  

 
 
Using Equation (3), the normalised decision 

matrices are obtained.  

𝐶𝐶𝐶𝐶1(𝑢𝑢𝑢𝑢𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒)
≻ 𝐶𝐶𝐶𝐶4(𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢ℎ𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟)
≻ 𝐶𝐶𝐶𝐶2(𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢)
≻ 𝐶𝐶𝐶𝐶5(𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶17(𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶8(𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢ℎ𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙)
≻ 𝐶𝐶𝐶𝐶7(𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝)
≻ 𝐶𝐶𝐶𝐶12(𝑞𝑞𝑞𝑞𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛)
≻ 𝐶𝐶𝐶𝐶16(𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛)
≻ 𝐶𝐶𝐶𝐶6(𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶22(𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛) 

 

 
𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 =  (10×0.2258)+(10×0.2258)+(10×0.2581)+(10×0.2903)

131.8710
= 0.0758  

 
 

 
𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1 =  

(4 × 0.2258) + (5 × 0.2258) + (5 × 0.2580) + (4 × 0.2932)
4 = 1.1210 

 
 

 
 
C1(unit price)≻C4(proximity to the leading 

supplier)≻C2(transportation cost)≻C5(proximity to 
customers)≻C17(traffic access)≻C8(accessibility to 
the road)≻C7(space availability)≻C12(quality and 
reliability of modes of transportation)≻C16(security 
of region)≻C6(availability of customers)≻ 
C22(public facilities condition) 

Step 4: Decision-makers elicit judgments on the 
decision matrix. Using the rating scale for cost criteria 
(i.e., Table 5), and benefit criteria (i.e., Table 6), deci-
sion-makers elicit judgments on the performance of 
the jth alternative (i.e., warehouse) on the ith crite-
rion.

The decision matrix is shown in Table 7.
Step 5: Generate aggregate decision matrices.

Three aggregate decision matrices were generated, 
which corresponded to S1, S2, and S3 scenarios. Since 
the decision-makers had different importance 
weights at different scenarios, the aggregation func-
tion described in Step 2 of Section 2.2 had to be 
revised. To incorporate the importance weights of the 
decision-makers, the aggregation function is devel-
oped in Equation (11).

 
𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 =  (10×0.2258)+(10×0.2258)+(10×0.2581)+(10×0.2903)

131.8710
= 0.0758  

 
 

 
𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1 =  

(4 × 0.2258) + (5 × 0.2258) + (5 × 0.2580) + (4 × 0.2932)
4 = 1.1210 

 
 

 
 
C1(unit price)≻C4(proximity to the leading 

supplier)≻C2(transportation cost)≻C5(proximity to 
customers)≻C17(traffic access)≻C8(accessibility to 
the road)≻C7(space availability)≻C12(quality and 
reliability of modes of transportation)≻C16(security 
of region)≻C6(availability of customers)≻ 
C22(public facilities condition) 

Table 4 shows the weights of each criterion for all 
scenarios, i.e., S1, S2, and S3. It must be noted that the 
weights of the criteria presented in Table 4 are 
aggregate weights concerning the corresponding 
importance of the decision-makers in each scenario, 
as shown in Table 3. For instance, the weight of C1 
for S1, written as 𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1, is computed using the 
following: 

𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 = ∑ 𝑥𝑥𝑥𝑥1𝑘𝑘𝑘𝑘
𝑆𝑆𝑆𝑆1𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1
𝑘𝑘𝑘𝑘

∑ ∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘
𝑆𝑆𝑆𝑆1𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1
𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖

                           (10) 

 
where 𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 denotes the weight of criterion 1 in S1, 𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘𝑆𝑆𝑆𝑆1 
is the score of criterion 1 under S1 as elicited by 
decision-maker 𝑘𝑘𝑘𝑘, and 𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1 represents the weight of 
decision-maker 𝑘𝑘𝑘𝑘 under S1. For instance, 
 
𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1

=  
(10 × 0.2258) + (10 × 0.2258) + (10 × 0.2581) + (10 × 0.2903)

131.8710
= 
0.0758  
 

 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎 = 1

4
∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗

𝑘𝑘𝑘𝑘,𝜎𝜎𝜎𝜎𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘
𝜎𝜎𝜎𝜎

𝑘𝑘𝑘𝑘                          (11) 
 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎 represents the aggregate performance score 
of the 𝑖𝑖𝑖𝑖th alternative (i.e., warehouse) with respect to 
𝑗𝑗𝑗𝑗th criterion, under scenario σ (i.e., S1, S2, S3), 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗

𝑘𝑘𝑘𝑘,𝜎𝜎𝜎𝜎 
is the score of the 𝑖𝑖𝑖𝑖th alternative with respect to 𝑗𝑗𝑗𝑗th 
criterion, under scenario σ evaluated by the 𝑘𝑘𝑘𝑘th 
decision-maker, and 𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝜎𝜎𝜎𝜎  is the importance weight of 
decision-maker 𝑘𝑘𝑘𝑘 under scenario σ. The aggregate 
decision matrices are shown in Table 8. 
For instance, using Equation (11), the value of 𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1 
can be obtained: 
 
𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1

=  
(4 × 0.2258) + (5 × 0.2258) + (5 × 0.2580) + (4 × 0.2932)

4
= 1.1210 
 
 

Step 6: Calculate the normalised decision 
matrices.  

 
 
Using Equation (3), the normalised decision 

matrices are obtained.  

𝐶𝐶𝐶𝐶1(𝑢𝑢𝑢𝑢𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒)
≻ 𝐶𝐶𝐶𝐶4(𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢ℎ𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟)
≻ 𝐶𝐶𝐶𝐶2(𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢)
≻ 𝐶𝐶𝐶𝐶5(𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶17(𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶8(𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢ℎ𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙)
≻ 𝐶𝐶𝐶𝐶7(𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝)
≻ 𝐶𝐶𝐶𝐶12(𝑞𝑞𝑞𝑞𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛)
≻ 𝐶𝐶𝐶𝐶16(𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛)
≻ 𝐶𝐶𝐶𝐶6(𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶22(𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛) 

 

Table 4 shows the weights of each criterion for all 
scenarios, i.e., S1, S2, and S3. It must be noted that the 
weights of the criteria presented in Table 4 are 
aggregate weights concerning the corresponding 
importance of the decision-makers in each scenario, 
as shown in Table 3. For instance, the weight of C1 
for S1, written as 𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1, is computed using the 
following: 

𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 = ∑ 𝑥𝑥𝑥𝑥1𝑘𝑘𝑘𝑘
𝑆𝑆𝑆𝑆1𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1
𝑘𝑘𝑘𝑘

∑ ∑ 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘
𝑆𝑆𝑆𝑆1𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1
𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖

                           (10) 

 
where 𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 denotes the weight of criterion 1 in S1, 𝑚𝑚𝑚𝑚1𝑘𝑘𝑘𝑘𝑆𝑆𝑆𝑆1 
is the score of criterion 1 under S1 as elicited by 
decision-maker 𝑘𝑘𝑘𝑘, and 𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝑆𝑆𝑆𝑆1 represents the weight of 
decision-maker 𝑘𝑘𝑘𝑘 under S1. For instance, 
 
𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1

=  
(10 × 0.2258) + (10 × 0.2258) + (10 × 0.2581) + (10 × 0.2903)

131.8710
= 
0.0758  
 

 
𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎 = 1

4
∑ 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗

𝑘𝑘𝑘𝑘,𝜎𝜎𝜎𝜎𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘
𝜎𝜎𝜎𝜎

𝑘𝑘𝑘𝑘                          (11) 
 
where 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗𝜎𝜎𝜎𝜎 represents the aggregate performance score 
of the 𝑖𝑖𝑖𝑖th alternative (i.e., warehouse) with respect to 
𝑗𝑗𝑗𝑗th criterion, under scenario σ (i.e., S1, S2, S3), 𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑗𝑗𝑗𝑗

𝑘𝑘𝑘𝑘,𝜎𝜎𝜎𝜎 
is the score of the 𝑖𝑖𝑖𝑖th alternative with respect to 𝑗𝑗𝑗𝑗th 
criterion, under scenario σ evaluated by the 𝑘𝑘𝑘𝑘th 
decision-maker, and 𝜔𝜔𝜔𝜔𝑘𝑘𝑘𝑘

𝜎𝜎𝜎𝜎  is the importance weight of 
decision-maker 𝑘𝑘𝑘𝑘 under scenario σ. The aggregate 
decision matrices are shown in Table 8. 
For instance, using Equation (11), the value of 𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1 
can be obtained: 
 
𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1

=  
(4 × 0.2258) + (5 × 0.2258) + (5 × 0.2580) + (4 × 0.2932)

4
= 1.1210 
 
 

Step 6: Calculate the normalised decision 
matrices.  

 
 
Using Equation (3), the normalised decision 

matrices are obtained.  

𝐶𝐶𝐶𝐶1(𝑢𝑢𝑢𝑢𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢 𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒)
≻ 𝐶𝐶𝐶𝐶4(𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢ℎ𝑒𝑒𝑒𝑒 𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟)
≻ 𝐶𝐶𝐶𝐶2(𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢)
≻ 𝐶𝐶𝐶𝐶5(𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶17(𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶8(𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑢𝑢𝑢𝑢ℎ𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙)
≻ 𝐶𝐶𝐶𝐶7(𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒 𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝)
≻ 𝐶𝐶𝐶𝐶12(𝑞𝑞𝑞𝑞𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑢𝑢𝑢𝑢𝑒𝑒𝑒𝑒𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛)
≻ 𝐶𝐶𝐶𝐶16(𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛)
≻ 𝐶𝐶𝐶𝐶6(𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑓𝑓𝑓𝑓 𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
≻ 𝐶𝐶𝐶𝐶22(𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢𝑎𝑎𝑎𝑎𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝 𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛) 

 

Step 6: Calculate the normalised decision matri-
ces. Using Equation (3), the normalised decision 
matrices are obtained. 

Step 7: Calculate the weighted normalised deci-
sion matrices. Using Equation (4) with inputs from 
the priority weights of the criteria under the different 
scenarios, the weighted normalised decision matrices 
are obtained. Table 10 presents these matrices.

Step 8: Determine V+ and V-  for S1, S2, and S3.
The PIS (V+) and the NIS (V-) are obtained using 

Equation (5) and Equation (6), respectively. Table 11 
describes these values.

Step 9: Generate the separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ and 
𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖−. The separation measures 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖+ and 𝐷𝐷𝐷𝐷𝑖𝑖𝑖𝑖− are 
obtained using Equation (7) and Equation (8), 
respectively. The results are shown in Table 12.  
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Tab. 8. Aggregate decision matrices

Criteria
S1 S2 S3

Talamban Compostela Talamban Compostela Talamban Compostela

C1 1.1210 0.8065 1.1210 0.8145 1.1250 0.8125

C2 0.8065 1.1210 0.8145 1.1210 0.8125 1.1250

C3 0.8065 1.1210 0.8145 1.1210 0.8125 1.1250

C4 1.7258 0.7016 1.6774 0.7661 1.6875 0.7500

C5 2.3226 1.6210 2.3065 1.6290 2.3125 1.6250

C6 2.3226 1.6210 2.3065 1.6290 2.3125 1.6250

C7 1.9839 2.2984 2.0161 2.3226 2.0000 2.3125

C8 2.3145 2.3710 2.3065 2.3871 2.3125 2.3750

C9 0.2500 0.2500 0.2500 0.2500 0.2500 0.2500

C10 0.2500 0.2500 0.2500 0.2500 0.2500 0.2500

C11 2.3226 2.3226 2.3065 2.3065 2.3125 2.3125

C12 2.3226 2.3226 2.3065 2.3065 2.3125 2.3125

C13 2.3790 2.3790 2.3790 2.3790 2.3750 2.3750

C14 1.1210 2.2500 1.1290 2.2500 1.1250 2.2500

C15 1.3790 1.9919 1.3548 2.0242 1.3750 2.0000

C16 1.7097 2.1210 1.7742 2.1371 1.7500 2.1250

C17 1.0645 1.8226 1.0565 1.8065 1.0625 1.8125

C18 2.0726 2.0726 2.0565 2.0565 2.0625 2.0625

C19 2.0645 2.2500 2.0726 2.2500 2.0625 2.2500

C20 1.9194 1.6210 1.8629 1.6290 1.8750 1.6250

C21 2.4274 2.4274 2.4435 2.4435 2.4375 2.4375

C22 2.3790 2.3790 2.3790 2.3790 2.3750 2.3750

Tab. 7. Decision matrix

Criteria
President Administration Manager Senior Manager Assistant Manager

Talamban Compostela Talamban Compostela Talamban Compostela Talamban Compostela

C1 4 3 5 4 5 3 4 3

C2 3 4 4 5 3 5 3 4

C3 3 4 4 5 3 5 3 4

C4 9 1 1 9 9 1 8 1

C5 9 7 9 6 9 7 10 6

C6 9 7 9 6 9 7 10 6

C7 9 10 8 9 8 10 7 8

C8 9 10 9 10 10 8 9 10

C9 1 1 1 1 1 1 1 1

C10 1 1 1 1 1 1 1 1

C11 9 9 9 9 9 9 10 10

C12 9 9 9 9 9 9 10 10

C13 10 10 9 9 9 9 10 10

C14 5 9 4 9 5 9 4 9

C15 5 9 4 9 9 5 4 9

C16 8 9 8 9 8 7 4 9

C17 4 7 4 7 5 7 4 8

C18 8 8 8 8 8 8 9 9

C19 9 9 8 9 7 9 9 9

C20 10 7 1 6 10 7 9 6

C21 10 10 10 10 10 10 9 9

C22 10 10 9 9 9 9 10 10
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Tab. 9. Normalised decision matrices

Criteria S1 S2 S3

Talamban Compostela Talamban Compostela Talamban Compostela

C1 0.8118 0.5840 0.8090 0.5878 0.8107 0.5855

C2 0.5840 0.8118 0.5878 0.8090 0.5855 0.8107

C3 0.5840 0.8118 0.5878 0.8090 0.5855 0.8107

C4 0.9264 0.3766 0.9096 0.4154 0.9138 0.4061

C5 0.8200 0.5723 0.8168 0.5769 0.8182 0.5749

C6 0.8200 0.5723 0.8168 0.5769 0.8182 0.5749

C7 0.6534 0.7570 0.6555 0.7552 0.6542 0.7564

C8 0.6985 0.7156 0.6949 0.7192 0.6976 0.7165

C9 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C10 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C11 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C12 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C13 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C14 0.4459 0.8951 0.4485 0.8938 0.4472 0.8944

C15 0.5692 0.8222 0.5562 0.8310 0.5665 0.8240

C16 0.6276 0.7786 0.6388 0.7694 0.6357 0.7719

C17 0.5043 0.8635 0.5048 0.8632 0.5057 0.8627

C18 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C19 0.6761 0.7368 0.6775 0.7355 0.6757 0.7372

C20 0.7640 0.6452 0.7528 0.6583 0.7557 0.6549

C21 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

C22 0.7071 0.7071 0.7071 0.7071 0.7071 0.7071

Tab. 10. Weighted normalised decision matrices

Criteria S1 S2 S3

Talamban Compostela Talamban Compostela Talamban Compostela

C1 0.0616 0.0443 0.0614 0.0446 0.0615 0.0444

C2 0.0389 0.0540 0.0390 0.0537 0.0389 0.0538

C3 0.0267 0.0371 0.0266 0.0366 0.0267 0.0369

C4 0.0671 0.0273 0.0652 0.0298 0.0659 0.0293

C5 0.0550 0.0384 0.0538 0.0380 0.0543 0.0382

C6 0.0421 0.0294 0.0418 0.0295 0.0419 0.0295

C7 0.0398 0.0461 0.0398 0.0458 0.0397 0.0459

C8 0.0437 0.0448 0.0435 0.0451 0.0437 0.0449

C9 0.0092 0.0092 0.0097 0.0097 0.0094 0.0094

C10 0.0066 0.0066 0.0068 0.0068 0.0067 0.0067

C11 0.0254 0.0254 0.0256 0.0256 0.0255 0.0255

C12 0.0432 0.0432 0.0426 0.0426 0.0429 0.0429

C13 0.0318 0.0318 0.0325 0.0325 0.0322 0.0322

C14 0.0108 0.0217 0.0112 0.0223 0.0110 0.0221

C15 0.0281 0.0406 0.0274 0.0409 0.0280 0.0407

C16 0.0358 0.0444 0.0364 0.0439 0.0362 0.0439

C17 0.0327 0.0560 0.0324 0.0554 0.0326 0.0557

C18 0.0223 0.0223 0.0232 0.0232 0.0228 0.0228

C19 0.0139 0.0151 0.0144 0.0157 0.0141 0.0154

C20 0.0187 0.0158 0.0188 0.0164 0.0186 0.0162

C21 0.0067 0.0067 0.0066 0.0066 0.0067 0.0067

C22 0.0365 0.0365 0.0360 0.0360 0.0362 0.0362
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Tab. 11.  V+ and V- for S1, S2, and S3

Criteria
S1 S2 S3

C1 0.0443 0.0616 0.0446 0.0614 0.0444 0.0615

C2 0.0389 0.0540 0.0390 0.0537 0.0389 0.0538

C3 0.0267 0.0371 0.0266 0.0366 0.0267 0.0369

C4 0.0671 0.0273 0.0652 0.0298 0.0659 0.0293

C5 0.0550 0.0384 0.0538 0.0380 0.0543 0.0382

C6 0.0421 0.0294 0.0418 0.0295 0.0419 0.0295

C7 0.0461 0.0398 0.0458 0.0398 0.0459 0.0397

C8 0.0448 0.0437 0.0451 0.0435 0.0449 0.0437

C9 0.0092 0.0092 0.0097 0.0097 0.0094 0.0094

C10 0.0066 0.0066 0.0068 0.0068 0.0067 0.0067

C11 0.0254 0.0254 0.0256 0.0256 0.0255 0.0255

C12 0.0432 0.0432 0.0426 0.0426 0.0429 0.0429

C13 0.0318 0.0318 0.0325 0.0325 0.0322 0.0322

C14 0.0217 0.0108 0.0223 0.0112 0.0221 0.0110

C15 0.0406 0.0281 0.0409 0.0274 0.0407 0.0280

C16 0.0444 0.0358 0.0439 0.0364 0.0439 0.0362

C17 0.0560 0.0327 0.0554 0.0324 0.0557 0.0326

C18 0.0223 0.0223 0.0232 0.0232 0.0228 0.0228

C19 0.0151 0.0139 0.0157 0.0144 0.0154 0.0141

C20 0.0187 0.0158 0.0188 0.0164 0.0186 0.0162

C21 0.0067 0.0067 0.0066 0.0066 0.0067 0.0067

C22 0.0365 0.0365 0.0360 0.0360 0.0362 0.0362

Tab. 12. The separation measures and the relative closeness coefficients

S1 S2 S3

Talamban Compostela Talamban Compostela Talamban Compostela

0.0351 0.0486 0.0348 0.0444 0.0347 0.0457

0.0486 0.0351 0.0444 0.0348 0.0457 0.0347

0.5808 0.4192 0.5607 0.4393 0.5681 0.4319

Rank 1 2 1 2 1 2 
𝑤𝑤𝑤𝑤1𝑆𝑆𝑆𝑆1 =  (10×0.2258)+(10×0.2258)+(10×0.2581)+(10×0.2903)

131.8710
= 0.0758  

 
 

 
𝑓𝑓𝑓𝑓11𝑆𝑆𝑆𝑆1 =  

(4 × 0.2258) + (5 × 0.2258) + (5 × 0.2580) + (4 × 0.2932)
4 = 1.1210 

 
 

 
 
C1(unit price)≻C4(proximity to the leading 

supplier)≻C2(transportation cost)≻C5(proximity to 
customers)≻C17(traffic access)≻C8(accessibility to 
the road)≻C7(space availability)≻C12(quality and 
reliability of modes of transportation)≻C16(security 
of region)≻C6(availability of customers)≻ 
C22(public facilities condition) 

3. Results and discussion

In this work, three scenarios on the distribution 
of importance of the decision-makers’ judgments 
were explored. Results show that these distributions 
yielded slight changes in the priorities of the ware-
house location decision criteria. As shown in Table 4, 
the priorities yielded the following list:

These criteria are identified by obtaining the 
median of all priorities and choosing those criteria 
which are above the median. Although small varia-
tions exist in the priority values and their correspond-
ing ranks, the order of these criteria is reasonably 
stable under the three scenarios. This implies that the 
conditions of engaging more importance to expertise, 
decision-making power, or none at all have a limited 
impact on the group decision. A plausible way of 
explaining such a finding is that the members of the 
expert group (i.e., the administration team) have  
a comparable degree of knowledge and expertise on 
the operations of the warehouse as a distribution 
centre. With a closely related level of understanding 
of these operations, the priorities of these criteria 
would not significantly differ compared to a condi-
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tion where experts have a more heterogeneous 
understanding of the domain problem. The ranking 
of priorities of the criteria indicates that the most 
crucial (i.e., top five) factors in warehouse location 
decision-making in the context of a product distribu-
tion firm include unit price, proximity to the leading 
supplier, transportation cost, proximity to customers, 
and traffic access. These criteria are highly associated 
with the economic considerations and efficient opera-
tions towards downstream and upstream supply 
chain members. It shows that decision-makers in this 
industry put more emphasis on maintaining the dis-
tribution networks more efficiently at minimum cost. 
This is consistent with the insights in the current lit-
erature. In the Philippines, as in many developing 
economies, traffic congestion is prevalent (i.e., most 
notably in the case location), and aiming to minimise 
the distances and maximise access to suppliers and 
customers is crucial in enhancing the productivity of 
the distribution operations. The unit price is associ-
ated with capital investment, which is a straightfor-
ward consideration in investment decisions. On the 
other hand, transportation cost is an operational cost, 
and keeping such a cost plays a huge role in maximis-
ing productivity.

With the use of group TOPSIS, the case study 
revealed that the Talamban site was the best ware-
house location under the three different scenarios. 
This is also consistent with the observation which was 
obtained in the priorities of the criteria in relation to 
the distribution of priorities of decision-makers. It 
supports the previous claim that the expert knowl-
edge and expertise regarding the decision of a ware-
house location and the case problem are homogeneous 
to a considerable extent. It implies that the case firm 
must establish its warehouse at the identified loca-
tion. It should be noted that the group decision using 
TOPSIS is robust on the distribution of expert priori-
ties, as long as their knowledge and expertise are 
comparable.

Conclusions

The selection of a location for a warehouse 
requires considering multiple criteria used to evalu-
ate the alternative sites, which is a straightforward 
implication of real-life decision-making. This set of 
criteria, often with numerous, contains both objective 
and subjective factors with non-sharp definitions and 
limited measurement scales. Furthermore, the pres-
ence of multiple decision-makers with different 

motivations and value systems is prevalent in such  
a strategic decision-making process. Understanding 
the impact of these differences in priorities is crucial 
in a group decision-making environment. In this 
article, with the use of TOPSIS, a warehouse location 
decision problem was considered with a significant 
number of criteria under a group decision-making 
structure with varying priorities of experts. A case 
study of a distribution firm was presented to illustrate 
the approach.

Under three different distribution scenarios of 
expert priorities (i.e., expertise, decision-making 
power, and equal weights), results showed that the 
unit price, proximity to the leading supplier, trans-
portation cost, proximity to customers, and traffic 
access were considered the most important criteria 
for selecting a possible site for a warehouse. These 
findings imply two important insights. First, costs 
(i.e., investment capital and operational expenses) are 
important economic considerations in establishing  
a warehouse and maintaining it, which are inputs to 
warehouse location decisions. These costs are crucial 
factors in maintaining the overall profitability. Sec-
ond, decision-makers put an emphasis on the efficient 
distribution operations to both downstream and 
upstream members of the supply chain. These factors, 
in general, are associated with maximising the pro-
ductivity of the warehouse operations. Findings also 
reveal that the varying priorities of the decision-
makers have little impact on the group decision, both 
at identifying priority criteria and the best warehouse 
location under TOPSIS, which implies that their 
degree of knowledge and expertise is comparable to  
a certain extent. This work demonstrates the efficacy 
of using the TOPSIS in warehouse location decisions 
under a significant number of criteria, along with an 
expert group who is tasked with making judgment 
elicitations. Due to the efficiency and tractability of 
the required computations, the TOPSIS method pro-
vides a useful, practical tool for analysts and decision-
makers with limited technical computational 
expertise in addressing the warehouse location prob-
lem.

Nevertheless, this work is not free from limita-
tions. First, the findings in this work, to some extent, 
are dependent on the case conditions. Thus, these 
findings may not reflect other cases with different 
conditions and must be adopted with care. Second, 
the limited impact of homogeneous knowledge and 
expertise of experts on the group decision may be 
anecdotal evidence. A more controlled investigation 
on such a claim may serve as grounds for future work. 
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Third, the TOPSIS method works well not only with  
a considerable number of criteria but also for a sig-
nificant number of alternatives. Future works may be 
extended to multiple warehouse location alternatives. 
Fourth, it is also possible to explore a group decision-
making environment where a criterion is evaluated 
by a decision-maker with a more significant amount 
of knowledge and expertise. For instance, a criterion 
for traffic access could be better assessed by a vehicle 
operator than a CEO. Lastly, other extensions of 
TOPSIS, such as the use of standard fuzzy sets, hesi-
tant fuzzy sets, type-2 fuzzy sets, neutrosophic sets, 
and grey theory, under a group decision-making 
process, could be explored in future work.
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Source Location selection criteria

Özcan et al. (2011) unit price; stock holding capacity; average distance to main supplier; average distance to shops; movement 
flexibility

Dey et al. (2017) availability of markets; transportation facility; space availability; costs

Demirel et al. (2010) costs; labour characteristics; infrastructure; markets; macro-environment

García et al. (2014) accessibility to the area; distance; costs; security of the region; local acceptance of the company; company 
needs

Alberto (2000) environmental aspects; costs; quality of living; local incentives; time reliability provided to customers; 
response flexibility to customers’ demands; integration with customers

Chan et al. (2007) cost expected; traffic access; market opportunity; quality of living; local incentives

Dogan (2012)
quality of labour; quality of suppliers; demographics; geographical location; quality of life; financial ef-
ficiency; quality of transportation; government efficiency; quality and infrastructure; regulatory; social and 
cultural factors; economic performance 

MacCarthy and Atthri-
rawong (2003)

Costs; labour characteristics; infrastructure; proximity to suppliers; proximity to markets/customers; prox-
imity to parent company’s facilities; proximity to competition; quality of life; legal and regulatory frame-
work; economic factors; government and political factors; social and cultural factors; characteristics of a 
specific location

Roh et al. (2013) location; logistics; national stability; cost; cooperation 

Melachrinoudis and 
Min (2000) cost; traffic access; local incentives

Kuo (2011)
port rate; import/export volume; location resistance; extension transportation convenience; trans-ship-
ment time; one-stop service; information abilities; port and warehouse facilities; port operation system; 
density of shipping line

Rao et al. (2015)
price of acquiring land; upside delivery flexibility; transportation conditions; service level; human resources 
condition; environmental protection level; impact on ecological landscape; natural conditions; public facili-
ties condition; security; comply with sustainability laws and regulations; impact on nearby residents; impact 
on traffic congestion

Colson and Dorigo 
(2004)

surface of storage; volume of storage; general storage; storage of dangerous items; temperature-controlled 
storage; separated storage areas; heating; humidity-controlled environment; ventilation-controlled environ-
ment; insulated roof and walls; office(s) present on site; distance from nearest motorway; connection to 
rail; connection to waterways; certified to ISO 9001/9002; certified to SQAS; certified to HACCP; daily open-
ing hours; customs on site; bonded warehouse; feigned warehouse; simple inventory recording; real inven-
tory management; use of bar codes or tags; interfaced computer system; RF communications; (Re-)packag-
ing; order management; transport/distribution; only for receipts and issues; mixed with trans-shipment for 
third parties; forklift trucks-electric; forklift trucks-gas; forklift trucks-diesel/petrol; tractors for terminal; 
height stacking; open loading/unloading docks; covered loading/unloading docks; dock levellers; automatic 
docks; and docks for swap bodies/semi-trailers

Appendix 1. Comparative analysis of well-known multi-criteria decision-making methodologies (adopted from Özcan et al., 2011)

Appendix 2. Some warehouse location selection criteria

Characteristics AHP TOPSIS ELECTRE I ELECTRE II ELECTRE III

Core process

Creating hierarchal 
structure and pair-
wise comparison 
matrices

Calculating distance 
to positive and nega-
tive ideal point

Determining concor-
dance and discor-
dance indexes

Determining concor-
dance and discor-
dance indexes

Determining con-
cordance and dis-
cordance  indexes 
with indifference and 
preference thresholds

Necessity to 
quantify the 
relative impor-
tance of criteria

Yes Yes Yes Yes Yes

Determining of 
weights

Pairwise comparison 
matrices. 1-9 scale

No specific method. 
Linear or vector nor-
malisation 

No specific method. 
Based on decision 
maker

No specific method. 
Based on decision 
maker

No specific method. 
Based on the decision 
maker

Number and 
type of outrank-
ing relations

N*(N-1)/2 1 2 2 1 fuzzy

Consistency 
check Provided None None None Provided

Problem struc-
ture

Little number of alter-
native and criteria or 
qualitative data

Large number of al-
ternative and criteria, 
objective and quanti-
tative data

Large number of 
alternatives and 
criteria, objective and 
quantitative data

Large number of 
alternatives and 
criteria, objective and 
quantitative data

Objective and quanti-
tative data, usage of 
fuzzy logic

Final results Global, net ordering Global, net ordering A kernel A partial pre-order A partial pre-order
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Modelling road traffic safety  
indices by means of regression  
with panel data
Katarzyna Brzozowska-Rup
Marzena Nowakowska

A B S T R A C T
Although the occurrence of road accidents and the number of road accident casualties 
in almost all Polish voivodeships has decreased over the last few years, the rate of this 
change varies considerably from region to region. To provide a better understanding of 
such a tendency, panel data regression models are proposed to conduct this pilot 
research which evaluates the relative performance of Polish regions in terms of their 
road traffic safety. Panel data are multi-dimensional data which involve measurements 
over time. In the research, a voivodeship is a unit analysed at a group level, whereas  
a year is a unit analysed at a time level. A two-way error component regression model 
has been applied to survey the impact of regressors, the group effects, and time effects 
on a dependent variable. The analysis has been conducted using data acquired from 
the Statistics Poland Local Data Bank website, as well as from the General Directorate 
for National Roads and Motorways. The panel data from 16 regions in Poland and the 
2012–2018 period have been investigated. The examined models refer to road traffic 
safety indices defined based on the following characteristics: the number of road 
accidents, the number road fatalities, and the number of people injured. The results of 
all the three models indicate a negative effect as regards the GDP per capita, (car) 
motorisation rate, the indicator of government expenditure for current maintenance 
of national roads, and the road length per capita. A positive association has been found 
between the truck motorisation rate and the indicator of local government expenditure 
on roads. The impact of the region’s urbanisation indicators on road safety is ambiguous 
as, on the one hand, its increase causes a reduction in the road accident and accident 
injury indices, but, on the other hand, it produces a rise in the accident fatality index. 
In the models, the significance of time effects has been identified; a decreasing time 
trend suggests a general improvement in road safety from year to year. Most of the 
group effects have turned out to be highly significant. However, the effects differ as 
regards both the road accident and the accident injury indices in magnitude and 
direction. 
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Introduction

Road accidents and their consequences are  
a result of failures in the road transportation system. 
Their output is represented in the form of registered 
data describing road traffic crashes and their casual-

ties. They are the basis for exploratory data analyses 
focused on road traffic safety diagnosis and improve-
ment, carried out on a range of granularity levels. The 
research of aggregated data is somewhat frequently 
undertaken and commonly concentrated either on 
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time series analyses (Dupont et al., 2014) or cross-
sectional analyses (Hauer, 2010; Söderlund & Zwi, 
1995). The latter is commonly applied to the aggre-
gated data, which have a panel structure (Wachnicka 
et al., 2018). Panel data, however, provide more 
information, more variability, less collinearity among 
the variables, and more degrees of freedom (Baltagi, 
2001). Therefore, employing models that consider 
such a data structure admits an exploration of more 
issues than cross-sectional or time-series data alone 
(Kennedy, 2018). 

Panel data are also called longitudinal data or 
cross-sectional time-series data. They have observa-
tions on the same organisational units across time. As 
regards road traffic safety analyses, a year is a period 
commonly chosen, but the possibilities of cross-sec-
tion units are extensive, starting, for example, from  
a set of selected road network sections (small organi-
sational units), then cities to regions, countries (big 
organisational units) and the like. 

In Poland, the occurrence of road accidents and 
road accident casualties in almost all 16 voivodeships 
has decreased over the past few years, which is illus-
trated in Fig. 1. The figure presents the time series of 
the total number of road traffic accidents and the 
total number of accident fatalities. Each voivodeship 
is given an identifier as follows (CS stands for Cross 
Section): CS1 — Dolnośląskie, CS2 — Kujawsko-
Pomorskie, CS3 — Lubelskie, CS4 — Lubuskie, CS5 
— Łódzkie, CS6 — Małopolskie, CS7 — Opolskie, 
CS8 — Podkarpackie, CS9 — Podlaskie, CS10 — 
Pomorskie, CS11 — Śląskie, CS12 — Świętokrzyskie, 
CS13 — Warmińsko-Mazurskie, CS14 — Wielkopol-
skie, CS15 — Zachodniopomorskie, CS16 — 
Mazowieckie. The last identifier has intentionally 
been attributed to the largest voivodeship, both in 
terms of area and population, thus making it the ref-
erence category at the further modelling stage. 

Like in other countries, in Poland, numbers of 
road traffic accidents, accident fatalities and injuries 
are the main fundamentals of road safety measures at 
a macro-level analysis. According to Fig. 1, a general 
trend of these measures is descending for the whole 
country. However, the patterns of change vary con-
siderably from region to region. Certain disturbances 
can be observed for some regions, such as the 
Wielkopolskie Voivodeship (CS14) where a rapid (by 
34.8%) growth of the number of accidents occurred 
in 2017. There is also a discrepancy between the road 
accident fatalities for the Mazowieckie Voivodeship 
(CS16) and the remaining regions (its large popula-
tion and wealth can partly account for this). Thus, 
considering the character of the aggregated informa-
tion delivered for each region within a certain period, 
it is justified to estimate a panel data model. These 
types of models enable the description of the influ-
ence of time and unit variations as well as exogenous 
factors on the endogenous variables, i.e., measures of 
road safety.

The objective of the research is to address the 
following issues:
• possible existing differences in the levels of road 

safety among individual regions of Poland; 
• possible changes in safety levels with time and 

the nature of these changes;
• presumable relationship between selected fac-

tors, particularly road expenditure, characteris-
ing Polish regions, and the level of road traffic 
safety. 
The contribution of the work is that: 

• endogenous variables are the measures of road 
safety calculated in relation to road length and 
not to population because road length is a more 
stable characteristic for a voivodeship than the 
number of inhabitants;

 

  

 

Fig. 1. The dynamics of road traffic accidents (left) and the accident fatalities (right) per voivodeship in Poland in 2012–2018 
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Fig.2. Illustration of the goodness of fit for the panel data models for the variables: RA100 (a), RAF100 (b), RAI100 (c) 

 
 
 
 
 
 
 
 
 
 

Source: authors’ own elaboration
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• unlike in other research, motorisation rates by 
motor vehicle type are analysed, considering 
cars, trucks, and motorcycles;

• expenditure on roads is investigated, in particu-
lar including structural expenditure on national 
roads. 
The study is divided into several sections. Fol-

lowing the Introduction, there is a literature review of 
how panel data models are applied in the road traffic 
safety investigation. Then, the empirical model is 
explained. The next part of the work presents the data 
to be analysed and a set of potential explanatory vari-
ables along with explained variables, which are cer-
tain measures indicating the level of road traffic 
safety. Then, the results and the corresponding dis-
cussion are provided regarding full and backward 
selection regression models. Finally, the main conclu-
sions are presented.

1. Literature review

Extensive research has been carried out in the 
field of road accidents, and it has been done in differ-
ent ways. The synthesis of various approaches devel-
oped in the road safety analyses, their principles, and 
the characteristics of developed estimation techniques 
are discussed for example by Laaraj and Jawab (2018), 
Muthusamy et al. (2015), Antoniou et al. (2016), 
Badura (2017) and other authors indicated in the list 
of references of this article. This study reviewed the 
selected literature covering different issues related to 
road safety analysis with the application of panel data 
models.

Numerous studies have been devoted to analys-
ing road traffic safety based on aggregate data 
(Besharati, 2020). However, there are limited sources 
available, in which researchers make use of the attrac-
tiveness of the panel data structure. Yet, in this 
respect, a variety of possibilities are considered 
regarding the explained variables that characterise  
a cross-section unit in a time unit, such as the Gross 
Domestic Product (GDP) per capita, population 
density, health care issues, motorisation rate, and 
road infrastructure. The number of road accidents or 
the number of road accident casualties (sometimes in 
relation to population) are road safety measures esti-
mated as output variables. Different types of panel 
data models are employed, with the number of cross-
section (organisation) units N and the number of 
time units T adapted to the needs of research.

Fixed effect panel data models with annual dum-
mies (to capture the common trend in all the prov-
inces) were estimated independently for urban roads 
in total within a province and urban roads within the 
capitals of the provinces in the study by Castro-Nuño 
et al. (2018). A total number of urban road traffic 
accidents and a number of urban road traffic accident 
fatalities per accident were modelled using the N = 50 
Spanish provinces and T = 11-year time units (2003–
2013) data structure. The general conclusion was that 
in the case of cities in Spanish provinces, a wider 
urban spread inevitably led to more severe traffic 
accidents, whereas road fatality was lower in urban 
areas with denser populations (thus, more densely 
concentrated). 

Annual death counts and road accident injuries 
were investigated with the use of one-way fixed-effect 
models, with time trend considered, for the road 
network as well as for the interurban part of the net-
work in Spain (Albalate, 2013). In this respect, the 
panel with N = 50 Spanish provinces and T = 21-year 
time units (1990–2010) was employed. The impact on 
road safety was evaluated in relation to selected char-
acteristics of Spanish provinces and, in particular, to 
recent road infrastructure spending together with the 
main regulatory changes introduced. The results 
demonstrate that both regulations and road infra-
structure spending influence road safety. In particu-
lar, road maintenance expenses produce a significant 
safety benefit in terms of reducing road accident 
fatalities and injuries.

The number of road traffic accidents and the 
number of road traffic accident casualties (injuries 
and fatalities) were the output variables in two-way 
fixed effect panel data models estimated for N = 846 
road control stations of the Spanish highway network 
and T = 5-year time units (2008–2012) to explore the 
role of Public Private Partnerships (PPP) along with 
road infrastructure and demographic characteristics 
(Albalate et al., 2019). The quality of road design was 
indicated as the most relevant aspect influencing road 
safety outcomes. Nevertheless, evidence was found 
suggesting that privately operated highways were 
positively correlated with better road safety outcomes 
for roads of similar quality. 

The number of fatalities per 100 000 population 
(as a measure of safety) was estimated in two-way 
fixed effect panel data models for N = 30 provinces in 
Iran and T = 11-year time units (2005–2015) 
(Besharati et al., 2020). The results revealed that the 
fatality rates were positively associated with certain 
exposure proxies, but negatively related to the varia-
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bles representing the level of urbanisation. The 
increase in the number of speed cameras turned out 
to be connected with the reduction of fatality rates. 
The differences between the Iranian provinces as well 
as the time decreasing trends were identified with 
respect to the discussed road safety output.

In the study where the cross-sectional units had  
a greater level of granularity, a variety of panel data 
models were investigated after taking a natural loga-
rithm of all variables in the model (Yaseen, 2018); the 
causality of road traffic fatalities per million people 
was investigated in the panel of 30 OECD countries 
and T = 21-time units (1995–2015). The long-run 
regression results indicated a significant role of health 
expenditure, trade openness, and research and devel-
opment engagement in the reduction of road traffic 
fatalities.

Kweon and Kockelman (2005) analysed how 
speed limit changes on high-speed roadways affected 
total safety. They defined the panel consisting of  
T = 4-years and over 63 000 homogenous road seg-
ments. Interestingly, results indicated that speed limit 
changes did not influence fatal crash rates. Fatal and 
non-fatal crash rates decreased for road design ele-
ments, such as wider shoulders and more gradual 
curves. However, when traffic levels rose, non-fatal 
rates remained constant but fatal rates decreased. 

Annual data for 1997–2013 of 51 US states were 
analysed by Ahangari, Atkinson-Palombo, and Gar-
rick (2017). The results of their research showed that 
vehicle miles travelled, vehicles per capita, and infant 
mortality rates (as a proxy of health care quality) have 
the strongest positive impact on traffic fatality rates. 
The authors also found that the states with a higher 
urban density and more walking were associated with 
lower traffic fatality rates. Some suggestions were 
made regarding the use of multimodal transportation 
for the reduction of fatality rates. 

2. Research methods

Panel data combine the characteristics of cross-
sectional data and time series; they contain informa-
tion about N objects (groups, units, spatial elements) 
registered in T time units for each object. The data set 
defined in this way consists of N ∙ T observations. 
Panel data prove better at identifying and measuring 
effects that are simply not detectable in pure cross-
section or pure time-series data (Baltagi, 2005). Panel 
regression models are derived from the multiple lin-
ear regression model of the form:

 

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = α + �𝛽𝛽𝛽𝛽𝑘𝑘𝑘𝑘

𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1

𝑥𝑥𝑥𝑥𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + 𝜀𝜀𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (1) 

and they have the generalised form, in which the 
above model (1) is a two-way model, in which the 
random component εit is decomposed into three 
components: unit (µi ) and time (θt ) effects account 
for both unit-specific (but time-invariant) and time-
specific (but unit-invariant) and the purely random 
component νit: 

 
The meaning of the symbols in equation (2) is as 

follows:  
i, t indices denoting the object (subject, group, 

unit, section element) i = 1, ..., N, and time 
period t = 1, ... T, respectively; 

α, 
β 

structural parameters (constant coefficients) 
as in the classic multiple linear regression 
model, the β vector (vector of slopes) 
determines the effect of the exogenous 
variables Xk on the endogenous variable Y; 

xkit the k-th explanatory variable; 
K the number of exogenous variables; 
µi individual effect resulting from the 

observation belonging to the i-th group also 
referred to as group effect;  

θt time-specific effect;  
νit the random component of the model, 

ν𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖~𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼(0,σν2). 
The panel data model assumes that all 

coefficients are constant. Group effects µi reflect the 
individual characteristics of units that are constant 
over time for a particular entity (they are not subject 
to change over time). Time effects θt remain constant 
for all objects at a given time. The presence of effects 
of both types (group and time) in the regression 
equation (2) defines a two-way panel data model, 
while the presence of only one type of effects defines 
a one-way panel data model. In each of these cases, 
they can also be random-effects or fixed-effects 
models.  

𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = α + �𝛽𝛽𝛽𝛽𝑘𝑘𝑘𝑘

𝐾𝐾𝐾𝐾

𝑘𝑘𝑘𝑘=1

𝑥𝑥𝑥𝑥𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 + µ𝑖𝑖𝑖𝑖 + θ𝑖𝑖𝑖𝑖 + ν𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  (2) 

In the fixed-effects model, the differences 
between objects and periods are expressed by assign-
ing this information to a component specific to the 
object or to a period, which is incorporated in the 
equation by coding — creating zero-one variables for 
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a group or time (dummy variables). The differences 
between group and time units are captured by the 
intercepts in the model, which means that each 
dummy variable (except the reference one) is 
described by its specific constant. The correlation 
between individual errors and exogenous variables is 
allowed (Park, 2011).

The estimated panel data model requires verifica-
tion which will confirm its accuracy and suitability. 
The first commonly used tool is the F test; rejecting 
the null hypothesis implies that the combined influ-
ence of individual effects on the endogenous variable 
is significant.

When applying the Breusch–Pagan test, it can be 
verified whether the variance of the individual effects 
component (group or time) is zero; rejection of the 
null hypothesis allows to conclude that the model 
with specified group or time effects is better than the 
model in which these effects have not been specified. 
In turn, in the Hausman test, rejection of the null 
hypothesis means the possibility of a correlation 
between exogenous variables and random effects, 
which implies the legitimacy of building a fixed-
effects model. Then, the LSDV (Least Squares 
Dummy Variables) method is used to estimate this 
type of model.

In the study Excel and GRETL computer pro-
grams were used to pre-process data and conduct all 
the calculations. 

3. Data description

In the proposed panel data models, a voivodeship 
(region) is the entity (organisation) unit and a year is 
the time unit, to which all the variables refer. There 
are 16 regions in Poland and the analysed period cov-
ers 2012–2018. No data are missing as all entities have 
measurements in the whole period. The same entities 
are observed for each period. Thus, a well-organised 
balanced fixed panel data set (Park, 2011) is subject to 
the analysis. It consists of 112 records (N ∙ T = 16 ∙ 7). 
The majority of data were acquired from the Statistics 
Poland Local Data Bank (SPLDB) website (https://
bdl.stat.gov.pl/BDL/dane/podgrup/temat, 19-22.02. 
2020). However, some specific information on 
expenditure on national roads was kindly provided 
by the General Directorate for National Roads and 
Motorways, Poland, at the request of the authors.

A variety of indices are used to measure road 
traffic safety. The level of fatality is commonly repre-
sented as the number of fatalities per 100 000 people 

(IRTAD, 2014), but it has some limitations in highly 
populated and poorly motorised regions. Another 
indicator is fatalities per distance travelled. Yet, this is 
not always easily available. Instead, fatalities per 10 
000 registered vehicles are utilised, which, though, 
may be misleading when traffic levels are different 
(IRTAD, 2009). 

Considering the multi-faceted approach to the 
phenomenon under study, certain indicators have 
been proposed as measures for the level of road traffic 
safety. They are relative measures defined as the 
endogenous (output) variables, arising from the con-
cept of a variety of measures used in the comparison 
of traffic accident data between countries or between 
regions (Farchi et al., 2006): 
• RA100KM — Road Accidents calculated as the 

number of road traffic accidents per 100 road 
kilometres. Data source: SPLDB; 

• RAFR100KM — Road Accident Fatalities calcu-
lated as the number of deaths due to road traffic 
accidents (according to the Vienna Convention’s 
international criterion) per 100 road kilometres. 
Data source: SPLDB;

• RAI100KM — Road Accident Injury calculated 
as the number of injuries due to road traffic 
accidents per 100 road kilometres. Data source: 
SPLDB.
Despite the fact that demographic indicators are 

commonly used in the literature, which means that  
a threat variable (such as the number of accidents, 
fatalities, or injuries) is related to the fixed number of 
human population unit, another approach is adopted 
in this work.

A fixed road length unit has been proposed as the 
reference, which is connected with the fact that the 
variability of this reference is smaller than that of the 
population reference. This is particularly important 
when data have a panel structure.

Selected characteristics on demography, econ-
omy, and road infrastructure were considered as 
exogenous (input) variables used to diagnose their 
influence on the road traffic safety expressed by 
measures calculated from the data on road traffic 
accidents and their severity. 

Variables were selected characterising sources 
that may influence existing road safety conditions: 
socio-economic features, road-traffic conditions, 
expenditure on national roads made by the General 
Directorate for National Roads and Motorways and 
by the local governments.

The first group of variables characterises the 
socio-economic growth of the region; they can be 
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considered as a stimulus for the growth of motorisa-
tion, road traffic and exposure.
• GDPPC — Gross Domestic Product Per Capita 

(in PLN) is the broadest quantitative measure of 
a nation’s total economic activity. It represents 
the monetary value of all goods and services 
produced within specific geographic boundaries 
over a given period. Data source: SPLDB.

• RUI — Region Urbanisation Indicator is the 
number of people that live in urban areas in rela-
tion to the total number of the region inhabitants. 
In Poland, an urban area is a locality that has 
been granted a city charter. The level of urbanisa-
tion influences the magnitude of traffic genera-
tion effects. Data source: SPLDB.
Another category of variables refers to a region’s 

motorisation indicators, defined using the number of 
motorised vehicles for the region. Vehicle type was 
taken into account as this attribute is strongly con-
nected with road traffic safety.
• CMR — Car Motorisation Rate is the number of 

passenger cars per 1 000 inhabitants. Data source: 
SPLDB.

• TMR — Truck Motorisation Rate is the number 
of trucks (light, medium, and heavy) per 1 000 
inhabitants. Data source: SPLDB.

• MMR — Motorcycle Motorisation Rate is the 
number of motorcycles per 1 000 inhabitants. 
Data source: SPLDB.
The remaining input variables relate to road 

infrastructure, which is one of the most important 
road safety components. A well-developed and mod-
ern road network, with the appropriate density of 
highways, expressways and express roads, is a precon-
dition for a properly functioning national economy. 
Thus, in Poland, the intensive modernisation and 
new road investments have significantly accelerated, 
especially since the accession to the EU. The scope of 
these activities and amounts spent depend on the 
classification of Polish roads. According to relevant 

law regulations, there are four public road categories 
(https://www.lexlege.pl, 11.04.2020): national, 
voivodeship, county and communal, as presented in 
Table 1, where information is ordered from the high-
est to the lowest road category. Each road category is 
determined by technical conditions and operational 
requirements; all highways and expressways are 
national roads in Poland. The road owner covers all 
expenses related to construction, road network main-
tenance and repairs. However, based on mutual 
agreements and cooperation, funds may be trans-
ferred to cover expenses for roads of other categories. 
A competent road manager is responsible for the 
implementation of the tasks related to these direct 
road expenses. 

The following exogenous variables were used to 
describe the Polish road infrastructure in the analysis. 
• DCR — Dual Carriageway Ratio is the percent-

age of the length of two-way roads in the total 
length of public roads. Such roads are designed 
to meet higher standards than one-way roads, 
separated by a central reservation for traffic 
travelling in opposite directions. Dual carriage-
ways (among other benefits) improve road traffic 
safety over single carriageways. Data source: 
SPLDB.

• RLPC — Road Length Per Capita is the indicator 
of the length of public roads in kilometres to the 
number of voivodeship inhabitants. 

• SGTERK — Self-Government Total Expenditure 
per Road Kilometre (per one kilometre of public 
roads), in thousands of PLN. The variable repre-
sents the total expenditure of voivodeships, and 
counties and communes (belonging to the 
voivodeships) per one kilometre of public roads 
(national, voivodeship, county, and communal). 
Data source: SPLDB. 
In the analysed period (2012–2018), the national 

roads accounted for only about 7% of the public road 
network. However, they carry more than 60% of total 

Tab. 1. Characteristics of Polish public road categories

Road 
category Road class Road owner Road manager (administrator)

National 
roads

Motorway, expressway, main road of ac-
celerated traffic The Treasury General Director of National Roads and 

Motorways, Concessionaire

Voivodeship 
roads Main road of accelerated traffic, main road Voivodeship self-govern-

ment Voivodeship Board

County roads Main road of accelerated traffic, main 
road, collector road County self-government County Board

Communal 
roads

Main road of accelerated traffic, main 
road, collector road, local road, local ac-
cess road

Communal self-govern-
ment

Head of the Commune (Mayor, Mayor 
of the City)

Source: authors’ own elaboration
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traffic, there were 24.5%–28% of the total number of 
accidents recorded on these roads, which resulted in 
as many as 36%–39% of the total number of road 
accident fatalities. Raising road standards, especially 
as regards the national roads network, is said to 
improve the situation. Therefore, the information 
concerning major and current expenditure on 
national roads made by the General Directorate for 
National Roads and Motorways (GDNRM or GD) 
has been considered. The following variables were 
included in the analysis to evaluate how the outlays 
for the most important category roads were effective 
in terms of general road traffic safety. 
• GDICERK — General Directorate Investment 

Construction Expenditure per one kilometre of 
national roads, in thousands of PLN. Data source: 
GDNRM.

• GDRRERK — General Directorate expenditure 
on Road network Repairs per one kilometre of 
national roads, in thousands of PLN. Data source: 
GDNRM.

• GDCRMERK — General Directorate expendi-
ture on Current Road network Maintenance per 
one kilometre of national roads, in thousands of 
PLN. Data source: GDNRM.

4. Modelling results

In the modelling procedures, the last category of 
the cross-section and time unit variables is the refer-
ence. This means that the Mazowieckie Voivodeship 
is the reference for cross-section, as is the year 2018 
for time. The robust standard errors technique was 
employed to obtain unbiased standard errors of OLS 
coefficients under heteroscedasticity. Table 2 presents 
the outcome of the modelling. The endogenous vari-
able names were used to identify related models fur-
ther on in the study. 

The first part of Table 2 contains the results of 
consecutive stages of research leading to the final 
forms of the models. Using the F test, the hypothesis 
of individual effects was verified. The p-values for 
individual models indicate the rejection of the null 
hypothesis, which implies the validity of using the 
panel data model for each considered endogenous 
variable. The results of Breusch–Pagan and Hausman 
tests justify the choice of fixed-effects models. 

For each endogenous variable, two separate 
models were constructed: the full model, which 
includes all the proposed exogenous variables, and 
the re-estimated model with variables obtained in the 

backward selection procedure, in which the signifi-
cance level for entering a variable into the model was 
set to 10%. As can be seen, the sign and magnitude of 
all the variables significant in the backward selection 
models are consistent with those of the respective full 
models, indicating generally stable results.

For each model, the elimination of insignificant 
variables increased the adjusted R2 value, thus con-
firming the validity of the model final form obtained 
in the backward selection procedure. 

Adjusted R2 exceeding 95% and the graphic 
illustration of predicted and observed values in Fig. 
2a and 2c, respectively, indicate that models for 
RA100KM and RAI100KM variables are high-quality 
models. A slightly worse fit (adjusted R2 does not 
exceed 80%) was obtained in the case of the RAF100 
variable, which is due to the relatively high variability 
of the feature within individual voivodeships (Fig. 
2b).

The differences in the values of the analysed 
endogenous variables by voivodeships are presented 
in the form of box plots in Fig. 3. Relating them to the 
obtained results, it may be concluded that, in princi-
ple, the structure of mutual relationships identified in 
the models reflects the patterns illustrated in the 
plots.

5. Discussion of the results

The discussion of estimation results presented 
below refers to the final models. 

GDPPC — a standard measure of economic well-
being was found to be statistically significant in the 
case of the RAF100KM model but insignificant for 
the RA100KM and RAI100KM models. At the same 
time, the CMR variable turned out to be significant 
for the last two models discussed but insignificant for 
the first one. What is more, the direction of the effects’ 
influence is the same, and the magnitude of their 
influence is remarkably similar. It can be assumed 
that both exogenous variables under consideration 
are a proxy of voivodeship economic development 
and growth (thus being also correlated). The findings 
confirm that better economic conditions of regions 
are associated with lower rates of accidents, fatalities 
as well as injuries. 

Road traffic with a high proportion of trucks may 
imply heightened hazard as regards road traffic safety. 
All the models estimated in the study confirm this 
relationship; both the road accident number and the 
road accident casualty number (fatalities and injuries) 
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Tab. 2. Estimation results of the panel data models for the three road traffic safety measures (endogenous variables) 

 Model name RA100KM RAF100KM RAI100KM

F test DF(15,85) F = 49.55 (p-value = 0.00) F = 5.91 (p-value = 0.00) F = 43.04 (p-value = 0.00)

B-P test Asymptotic Chi-2 = 161.05 
(p-value = 0.00)

Asymptotic Chi-2 = 19.56 
(p-value = 0.00)

Asymptotic Chi-2 = 134.94 
(p-value = 0.00)

H a u s m a n 
test

Asymptotic Chi-2 = 47.25 
(p-value = 0.00)

Asymptotic Chi-2 = 39.61 
(p-value = 0.00)

Asymptotic Chi-2 = 61.85 
(p-value = 0.00)

Panel data model estimation results

Model type Full* Backward 
selection Full* Backward 

selection Full* Backward 
selection

Exogenous 
variable

Estimator  
(p value)

Estimator  
(p value)

Estimator  
(p value)

Estimator  
(p value)

Estimator  
(p value)

Estimator  
(p value)

Intercept 3.89 (0.74) 4.28 (0.00) 0.1 (0.95) 0.49 (0.00) 6.54 (0.76) 16.94 (0.00)

GDPPC -0.05 (0.32) -0.01 (0.43) -0.01 (0.01) -0.05 (0.36)

RUI -19.97 (0.16) -14.90 (0.00) 1.51 (0.59) 1.04 (0.00) -27.46 (0.28) -14.45 (0.00)

CMR -0.01 (0.32) -0.01 (0.05) 0 (0.59) -0.02 (0.45) -0.04 (0.00)

TMR 0.20 (0.00) 0.11 (0.00) 0.01 (0.38) 0.005 (0.00) 0.26 (0.04) 0.20 (0.00)

MMR 0.01 (0.97) 0.02 (0.39) 0.01 (0.00) -0.03 (0.84)

DCR -0.22 (0.66) -0.02 (0.79) -0.65 (0.25)

RLPC 136.40 (0.49) -47.93 (0.05) -53.82 (0.00) 296.18 (0.36)

SGTERK 0.03 (0.01) 0.02 (0.00) 0 (0.47) 0.03 (0.00) 0.03 (0.00)

GDICERK 0 (0.65) 0 (0.35) 0.00004 (0.02) 0 (0.09)

GDRRERK 0 (0.88) 0 (0.89) 0 (0.66)

GDCRMERK 0 (0.71) 0 (0.26) -0.002 (0.02) -0.01 (0.67)

CS1 6.51 (0.00) 4.63 (0.00) -0.11 (0.62) -0.19 (0.00) 9.64 (0.01) 6.80 (0.00)

CS2 0.03 (0.99) -0.24 (0.40) -0.28 (0.00) 0.50 (0.88)

CS3 -3.22 (0.36) -1.73 (0.00) 0.08 (0.88) -4.38 (0.37) -1.81 (0.00)

CS4 1.44 (0.52) 1.41 (0.00) -0.26 (0.25) -0.31 (0.00) 3.32 (0.31) 3.02 (0.00)

CS5 5.82 (0.00) 5.14 (0.00) -0.15 (0.35) -0.20 (0.00) 8.14 (0.00) 7.46 (0.00)

CS6 2.54 (0.35) 2.83 (0.00) -0.07 (0.88) -0.19 (0.00) 3.35 (0.40) 3.41 (0.00)

CS7 1.35 (0.63) 1.09 (0.00) 0.18 (0.68) 2.00 (0.66) 3.65 (0.00)

CS8 -0.70 (0.88) -0.22 (0.76) -0.30 (0.00) -0.06 (0.99)

CS9 -0.94 (0.71) 0.01 (0.98) -1.60 (0.66) -1.61 (0.00)

CS10 7.72 (0.00) 6.96 (0.00) -0.25 (0.13) -0.34 (0.00) 10.92 (0.00) 8.86 (0.00)

CS11 12.33 (0.00) 9.19 (0.00) -0.35 (0.38) -0.42 (0.00) 17.02 (0.01) 11.09 (0.00)

CS12 -6.48 (0.06) -2.74 (0.00) 0.05 (0.93) -9.03 (0.09) -4.66 (0.00)

CS13 3.33 (0.20) 3.45 (0.00) -0.07 (0.80) -0.11 (0.00) 4.57 (0.19) 3.58 (0.00)

CS14 -2.01 (0.38) -1.05 (0.00) -0.19 (0.60) -0.25 (0.00) -2.19 (0.50)

CS15 3.52 (0.10) 3.09 (0.00) -0.35 (0.17) -0.35 (0.00) 5.10 (0.14) 2.89 (0.00)

Year 2012 2.80 (0.15) 2.71 (0.00) 0.15 (0.48) 0.16 (0.00) 3.25 (0.34) 0.51 (0.02)

Year 2013 2.29 (0.18) 2.25 (0.00) 0.13 (0.53) 0.13 (0.00) 2.59 (0.38) 0.34 (0.01)

Year 2014 1.72 (0.25) 1.75 (0.00) 0.11 (0.55) 0.11 (0.00) 1.83 (0.48)

Year 2015 1.32 (0.25) 1.34 (0.00) 0.04 (0.77) 0.05 (0.03) 1.39 (0.48)

Year 2016 1.33 (0.09) 1.36 (0.00) 0.04 (0.73) 0.04 (0.05) 1.59 (0.23) 0.65 (0.00)

Year 2017 0.73 (0.10) 0.71 (0.00) -0.01 (0.84) 0.95 (0.19) 0.40 (0.00)

Adjusted R2 0.9740 0.9744 0.7759 0.7960 0.9727 0.9732

AIC 133.633 124.946 −329.891 −346.322 194.218 184.226
* The 10% significant effects for full models are marked by a grey background.

Source: authors’ own elaboration
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Fig. 1. The dynamics of road traffic accidents (left) and the accident fatalities (right) per voivodeship in Poland in 2012–2018 
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Fig.2. Illustration of the goodness of fit for the panel data models for the variables: RA100 (a), RAF100 (b), RAI100 (c) 

 
 
 
 
 
 
 
 
 
 

Source: authors’ own elaboration
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Fig. 3. Box plots for the endogenous variables: RA100 (a), RAF100 (b), RAI100 (c) 

 

 
 

Fig. 3. Illustration of the goodness of fit for the panel data models for the variables: RA100 (a), RAF100 (b), RAI100 (c)
Source: authors’ own elaboration
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increase along with the TMR value (increase). The 
last indicator of motorisation rate MMR proved to be 
significant and positively associated with the fatality 
rate in the RAF100KM model. This is consistent with 
the fact that motorcyclists, who are vulnerable road 
users, are highly likely to be fatal accident casualties. 
Rising motorisation rates for trucks and motorcycles 
lead to increased traffic fatalities while rising motori-
sation rate for cars does not. 

The urbanisation indicator (RUI) is inversely 
related to the accident rate and injury rate while posi-
tively related to the increase in the fatality rate. The 
higher the urbanisation rate, the smaller the number 
of accidents and injuries per road kilometre, but the 
higher the number of fatalities (thus, more serious 
consequences). On the one hand, the differences may 
result from the fact that a much larger percentage of 
unprotected road users prone to exposure (pedestri-
ans, cyclists) occur in cities (accidents involving such 
participants reach up to ¼ of the total number of 
accidents). On the other hand, the relationship 
between RUI and RA100KM and RAI100KM may 
become reverse, which may be connected with the 
progressive improvement of rural road infrastructure. 
The results seem to be surprising; therefore, further 
research is necessary. 

The DCR variable turned out not to be significant 
in any of the models. Still, its role as a specific meas-
ure of road infrastructure development, which is an 
essential element of the overall development of the 
region, is represented in the models by the GDPPC or 
CMR variables. 

The indicator of the length of public roads to the 
number of voivodeship inhabitants (RLPC) affects 
accident fatality rates in the RAF100KM model, but 
in the remaining models, it turns out to be insignifi-
cant. Extending the roadway network can be associ-
ated with the improvement of road quality as a 
consequence of the investment or modernisation 
processes. This aspect of increasing the length of 
roads and relating it to the population density can 
account for the decline in road hazard, expressed in 
the reduction of the number of fatalities. Yet, the 
result should be interpreted carefully since other fac-
tors, featuring the heterogeneity of the RLPC variable, 
such as intersection density or the impact of the road 
classification (national, voivodeship, etc.), were not 
included in the model. 

Road expenditures investigated in the study work 
on distinct levels. Local authorities finance regional 
(voivodeship, county and commune) roads and cover 
some of the costs directly related to national roads. 

These total amounts are provided by the SGTERK 
variable. However, in the case of national (major) 
roads, expenses have been differentiated according to 
their structure by considering such variables as 
GDICERK, GDRRERK and GDCRMERK. While it is 
presumed that an increase in road expenditure 
improves road safety outcomes, the obtained results 
fail to confirm this. Such a result may be due to sev-
eral factors, such as not considering the time delay of 
SGTERK, GDICERK, GDRRERK variables (the 
expected effect of the investment requires time) and 
the fact that the structure of expenditure of local 
administrations has been left out of consideration. 
Only in the RAF100KM model, the GDCRMERK 
variable is statistically significant, and has a negative 
effect on the endogenous variable. The increasing 
expenditure on the current maintenance of national 
roads immediately translates into a reduction in the 
number of fatalities on these roads (this was also 
reflected in the overall picture of road network 
safety). 

Individual intercepts are included to identify 
individual-specific group and time characteristics. 
These intercepts are called fixed effects. 

The specification of the two-way panel data 
model made it possible to confirm the correctness of 
the inclusion of time effects in the research. The sig-
nificance of these effects in the models RA100KM, 
RAF100KM, RAI100KM along with the identified, 
decreasing time trend suggest that new advances in 
vehicle technology, national transportation safety 
policies, educational initiatives, rising public aware-
ness, and other dedicated activities have changed 
over time, with safety generally improving year to 
year.

Also, most of the cross-sectional effects are 
highly significant; in the total number of 15 dummy 
variables, 12 appeared in the RA100KM and 
RAI100KM backward models and 11 in the 
RAF100KM backward model. This means that region 
specificity factors (such as: geographical conditions, 
road user features, business-oriented activity, educa-
tional and environmental aspects, and also adminis-
trative policies) not included in the models, might 
significantly affect the differences between voivode-
ships in the considered measures of the level of road 
traffic safety. However, the significance is not uniform. 
There are eight cross-sections (CS1, CS4, CS5, CS6, 
CS10, CS11, CS13, CS15) evidently distinguished 
from the reference cross-section (Mazowieckie) by 
the three rates: accident, fatality, and injury. These 
effects are positive in both RA100KM and RAI100KM 
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models, but not of similar magnitude. Only for three 
voivodeships (Lubelskie — CS3, Świętokrzyskie — 
CS12, and Wielkopolskie — CS14) smaller values of 
RA100KM were identified; these regions are also 
characterised by smaller values of the RAI100KM 
indicator or its lack of significance. In relation to all 
the region effects included in the RA100KM and 
RAI100KM models, the Śląskie Voivodeship (CS11) 
performs worst (relatively large positive influence) 
while the Świętokrzyskie Voivodeship (CS12) per-
forms best (relatively large negative influence). 
Although the above results may arise from the specif-
ics of the voivodeships, completely different factors 
may define these specifics (historical, economic and 
social conditions). The RAF100KM results show that 
the Mazowieckie Voivodeship is doing worse than 11 
Polish regions in terms of accident fatality rate (statis-
tically significant negative values for respective cross-
section parameters). This somewhat surprising 
outcome might be a consequence of the fact that both 
the Region Capital City of Warsaw and the 
Mazowieckie Voivodeship have been treated as one.

Conclusions

The objective of the research was to investigate 
the relative road safety performance of the Polish 
voivodeships, with a special focus on expenditures on 
roads. The study set out to identify factors signifi-
cantly affecting the measures of the road safety level 
expressed in terms of accident rate as well as fatality 
and injury rates. The two-way panel data models with 
fixed effects were built for the annual data from 2012 
to 2018 and for 16 Polish regions. 

The panel model results suggest a varied impact 
of motorisation rates in terms of trucks and passenger 
cars on road safety. Motorcycles have proved to be 
positively relevant only to fatality rate. It has been 
found that the effect related to greater exposure to 
accident rate and injury rate is stronger for trucks 
than for passenger cars. 

Self-government total road expenditure turned 
out to be significantly and positively associated with 
road accident rate and injury rate, while the increase 
of national road maintenance expenditure signifi-
cantly contributed to a reduction in the road fatality 
rate. These promising results require a more in-depth 
analysis. 

It has been detected that there were unquestion-
able differences among voivodeships taking into 
account the studied endogenous variables. That con-

siderable variation in road safety could be the key 
factor in planning road investments and other dedi-
cated activities, in particular, intensified police 
patrols. It is optimistic that in most voivodeships, the 
values of the examined road safety measures 
decreased over the considered period.

Panel data models are extremely helpful in ana-
lysing various questions related to road traffic safety 
policy in different regions. In particular, such models 
could be used in identifying fund allocation based on 
the relative risk exposure of the regions. 

The results obtained for the road accident rate 
and the road accident injury rate were very similar, 
which suggests that the indicators related to the num-
ber of road injuries and the number of road fatalities 
are sufficient for modelling road safety, obviating the 
need to create models for the number of accidents. 
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Forecasting operational costs  
of technical objects based on the 
example of railbuses

A B S T R A C T
The purpose of the article is to present the method for forecasting one of the three 
categories of exploitation costs, i.e., operational costs. The article analyses the available 
subject literature discussing the methods of measuring operational costs used in the 
LCC analysis. The presented method for forecasting operational costs of technical 
objects applies econometric modelling, probability distributions and certain elements 
of descriptive and mathematical statistics. The statistical data analysis was performed 
using the functions and commands available in Microsoft Excel. Weibull++ application 
was also used for constructing probability distributions for random variables and 
verifying hypotheses. The method was tested on eight single-mode railbuses, operated 
by one of the regional railway companies providing passenger transport. An ex-post 
relative forecast error was used to measure the level of accuracy of the operational 
cost forecast. The analysis of the compliance between forecasted cost value and the 
actual costs showed extensive convergence as evidenced by the level of estimated 
relative errors. In forecasting the operational costs of railbuses, the average error was 
approx. 2.9%. The presented method can, therefore, constitute the basis for the 
estimation of both operational costs and exploitation costs, which represent an 
important cost component considered when assessing the profitability of purchasing 
one of the several competing technical objects offered by the industry. 
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Introduction

Operational costs of a technical object1 , i.e., the 
costs incurred in the course of operation (use) of an 
object, represent one of the three categories of exploi-

tation costs (service life costs). In addition to opera-
tional costs, exploitation costs of an object cover 
(Adamkiewicz, 1983; Dietrich et al., 1999; PN-EN 
60300-3-3, 2001):
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1 The term technical object (exploitation object) refers to products serving as a tool for transforming (moving or processing) matter, 
energy or information. This term is usually used to describe machines, devices and means of transport.
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• damage costs including, e.g., costs of restoring 
the object’s serviceability (in other words repair 
costs, corrective maintenance costs), penalties 
resulting from the object’s unavailability for 
operation and the loss of revenues caused by the 
unplanned interruption of operation;

• preventive maintenance costs, which include the 
costs of performing preventive maintenance ser-
vices (inspections and the related repairs) and 
also, if necessary, the loss of revenues resulting 
from the planned interruption of operation.
The exploitation costs of a technical object, along 

with the costs of its acquisition and decommission-
ing, represent life-cycle costs (Legutko, 2004; PN-EN 
60300-3-3, 2001; Woropay, 1996). Experience shows 
that exploitation costs are 2 to 20 times higher than 
the acquisition costs of the object (Kowalski et al., 
2007; Ryan, 1968). Therefore, the exploitation costs 
should remain the primary subject of analysis while 
performing a comparative assessment of the alterna-
tive purchase solutions.

The article addresses the role of operational costs 
in the analysis of life-cycle cost (LCC). It discusses 
methods for estimating operational costs of technical 
objects, most commonly used in practice and sug-
gested in the subject literature. Also, it presents  
a method for forecasting the operational costs of  
a technical object. Single-mode railbuses operated by 
one of the regional railway companies providing pas-
senger transport were chosen as the research object. 
The method was tested to verify its practical applica-
bility when estimating the operational costs of an 
object.

1. Literature review 

The conducted analysis of the available publica-
tions, discussing the LCC analysis, shows that:
• the basic components of operational costs cover 

the costs of energy consumption (e.g., fuel, die-
sel) and also the labour costs of employees using 
the object;

• the basic parameters2  of operational costs 
include the costs of human labour per unit of 
time, the number of people using the technical 
object, the purchase price of an energy unit and 
energy consumption per time unit;

• the average unit parameter values resulting from 
the analysis of previous years are adopted in the 
calculation of operational costs; 

• operational costs depend on the value of the 
technical object readiness index;

• operational costs are calculated on an annual 
basis and next multiplied by the number of years 
of the object operation or for the entire life cycle 
of the technical object;

• the operational costs of a technical object are 
estimated based on constant prices or a discount 
coefficient, which considers the fluctuations of 
money value over time.
Operational costs, in simplified terms, can be 

calculated as the sum of values of two components, 
i.e., energy consumption costs (e.g. fuel, diesel) and 
the costs of human labour:

2 The cost parameter is defined by mathematical formulas containing functions and constant values. The parameter cannot represent the 
sum of other costs (Szkoda, 2007).

𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢��� = 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� + 𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢
𝑝𝑝𝑝𝑝���         (1) 

while: 
𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� = 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒𝑧𝑧𝑧𝑧����� ∙ 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒����        (2) 

where: 
𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢��� — average cost of a technical object operation per 
time unit, 
𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� — average energy cost per time unit, 
𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢
𝑝𝑝𝑝𝑝��� — average labour cost of the personnel using the 

technical object per time unit, 
𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒𝑧𝑧𝑧𝑧����� — average purchase price of energy unit, 
𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒���� — average energy consumption per time unit. 

Kumar, Chattopadhyay and Pannu (2004) 
proposed to consider the readiness of a technical 
object in addition to specifying the aforementioned 
two components of the operational cost. The formula 
for operational cost estimation in the n-th time unit 
should have the following form: 

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈 = 𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺 ∙ 𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸 ∙ 𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢���             (3) 
while: 

𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚�����

𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚�����+𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑝𝑝𝑝𝑝�����                     (4) 

where: 
𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈  — operational costs of a technical object in the n-

th time unit, 
𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺  — the technical object readiness index, 
𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸  — exploitation period (service life) of a technical 

object per n-th time unit; exploitation period 
can be expressed by, e.g., mileage, number of 
hours of operation, calendar time, clock time, 
etc., 

𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑧𝑧𝑧𝑧𝑚𝑚𝑚𝑚���� — average time between the failure of a technical 
object caused by corrective or preventive 
maintenance,  

𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑧𝑧𝑧𝑧
𝑝𝑝𝑝𝑝����— average downtime of the object operation 

caused by the need to perform corrective or 
preventive services. 

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 ∙ 𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺           (5) 
while: 

𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺 = 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑑𝑑𝑑𝑑�����

𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑑𝑑𝑑𝑑�����+𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

𝑝𝑝𝑝𝑝�����                          (6) 

where: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 — operational costs incurred during the life cycle 

of the technical object, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 — purchase price of the object, 
𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑���� — average time of operation till failure, 
𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑝𝑝𝑝𝑝���� — average downtime of the object caused by its 

failure.  
It is worth adding at this point that — depending 

on the type of an object — the cost of energy 
consumption is measured in different ways. For 
example, the standards O-CR-001 (Norsok Standard, 
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consumption is measured in different ways. For 
example, the standards O-CR-001 (Norsok Standard, 

It is worth adding at this point that — depending 
on the type of an object — the cost of energy con-
sumption is measured in different ways. For example, 
the standards O-CR-001 (Norsok Standard, 1996a) 
and O-CR-002 (Norsok Standard, 1996b) provide 
formulas for calculating energy by the devices in 
which the power demand is constant and independ-
ent of production, whereas the studies by Dhillon 
(1989) and Monteith (1984) present the cost estima-
tion method of fuel consumption for an aircraft and 
an engine. 

In many scientific papers and publications 
addressing the LCC analysis (e.g., Bernat & Zieliński, 
2006; Bonca & Sieniuc, 2005a, 2005b; Cieślak, 2008; 
Koniszewski et al., 2009; Palka-Wyżykowska, 2008;  
Szul, 2011; Hydraulic Institute or Europump, 2001;  
Świderski, 2003; Kutut et al., 2008; Man et al., 2011) 
the exploitation cost is the same as the cost of energy. 
In the LCC analysis, these costs are perceived as fixed 
over time. In fact, however, their level depends, e.g., 
on the method of using technical objects and the 
habits of their users, as well as energy prices within 
the calculation period. Energy costs in the LCC 
analysis are determined at the end of each year’s 
forecast. These costs are either discounted (Bernat  
& Zieliński, 2006; Cieślak, 2008; Koniszewski et al., 
2009; Szul, 2011; Pasierb et al., 2008; Świderski, 2003;  
Hydraulic Institute or Europump, 2001) or not 
(Bonca & Sieniuc, 2005a, 2005b; Palka-Wyżykowska, 
2008; Pasierb et al., 2008) against the base year of the 
analysis.

2. Methodological approach

The conducted investigation, which followed 
after collecting and organising information on cost 
estimation of a technical object operation, resulted in 
a proposal to use the calculation procedure consisting 

of eight stages for cost forecasting (Fig. 1). The 
method estimates cost parameters, using the central 
tendency values and the values of lower and upper 
quantiles, which allows estimating costs in three vari-
ants: the expected (e.g., modal), the optimistic and 
the pessimistic.

1996a) and O-CR-002 (Norsok Standard, 1996b) 
provide formulas for calculating energy by the 
devices in which the power demand is constant and 
independent of production, whereas the studies by 
Dhillon (1989) and Monteith (1984) present the cost 
estimation method of fuel consumption for an 
aircraft and an engine.  

The procedure starts with defining the division 
structure of an operational cost, i.e. the cost 
components and the included parameters. The 
operational cost structure is described by the 
following correlation: 

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = 〈𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴,𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴〉                         (7) 
where: 
𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴 — the set of operational cost components, 
𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎  — 𝑎𝑎𝑎𝑎-th operational cost component, where 𝑎𝑎𝑎𝑎 =
1,2, … ,𝐴𝐴𝐴𝐴, 
𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  — the set of parameters assigned to the set of 
operational cost components, 
𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  — 𝑏𝑏𝑏𝑏-th parameter of 𝑎𝑎𝑎𝑎-th operational cost 
component, where 𝑏𝑏𝑏𝑏 = 1,2, … ,𝐵𝐵𝐵𝐵. 

The second stage consists of defining the same 
length (span) of time intervals, ∆𝑡𝑡𝑡𝑡1 = ∆𝑡𝑡𝑡𝑡2 =. . . =
∆𝑡𝑡𝑡𝑡𝐷𝐷𝐷𝐷, while 𝑑𝑑𝑑𝑑 = 1,2, … ,𝐷𝐷𝐷𝐷, where 𝑑𝑑𝑑𝑑 stands for the time 
interval number, whereas 𝐷𝐷𝐷𝐷 represents the number 
of intervals. The range span is the difference between 
the upper 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑 and lower 𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 time interval value. The 
range is bounded top, with the upper limit in the 
given range being the same as the lower limit of the 
next range. 

The third stage of the method covers calculating 
the mean value of the 𝑏𝑏𝑏𝑏-th parameter included in the 
𝑎𝑎𝑎𝑎-th operational cost components for the 𝑑𝑑𝑑𝑑-th time 
interval. The estimated mean values of the parameter 
are assigned at the upper limits of the 𝑑𝑑𝑑𝑑-th time 
interval, i.e., 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑. 

The fourth stage of the method is focused on 
analysing the correlation occurrence between time — 
𝑌𝑌𝑌𝑌 and the mean values of the 𝑏𝑏𝑏𝑏-th parameter of the 
𝑎𝑎𝑎𝑎-th operational cost component calculated in the 𝑑𝑑𝑑𝑑-
th time intervals — 𝑋𝑋𝑋𝑋. For this purpose, the 
correlation coefficient estimator 𝜌𝜌𝜌𝜌 can be used 
between the two examined attributes in the 
population, i.e., the correlation coefficient from the 𝑟𝑟𝑟𝑟 
sample (Greń, 1982):  

𝑟𝑟𝑟𝑟 = ∑ �𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑−�̅�𝑥𝑥𝑥�⋅�𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑−𝑦𝑦𝑦𝑦��𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑=1

�∑ �𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑−�̅�𝑥𝑥𝑥�⋅∑ �𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑−𝑦𝑦𝑦𝑦��𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑=1

𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑=1

                  (8) 

where: 
𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑  —  𝑋𝑋𝑋𝑋 variable value, i.e. mean value of the 𝑏𝑏𝑏𝑏-th 
parameter of 𝑎𝑎𝑎𝑎-th operational cost component in the 
𝑑𝑑𝑑𝑑-th time interval,  
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Fig. 1. Algorithm followed in the method for forecasting the costs of a technical object operation 
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𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑— 𝑌𝑌𝑌𝑌 variable value, i.e. time reflected by the upper 
limit of the 𝑑𝑑𝑑𝑑-th time interval 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑,  
�̅�𝑥𝑥𝑥 — arithmetic mean 𝑋𝑋𝑋𝑋 variable,  
𝑦𝑦𝑦𝑦� — arithmetic mean of 𝑌𝑌𝑌𝑌 variable,  
𝐷𝐷𝐷𝐷 — number of observations, the same as the 
number of time intervals. 

To verify the significance of the correlation 
coefficient, the hypothesis that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are 
not correlated should be checked, i.e., the null 
hypothesis 𝐻𝐻𝐻𝐻0: 𝜌𝜌𝜌𝜌 = 0, against the alternative 
hypothesis 𝐻𝐻𝐻𝐻1: 𝜌𝜌𝜌𝜌 ≠ 0. Student’s 𝑡𝑡𝑡𝑡-distribution for the 
predetermined 𝛼𝛼𝛼𝛼 significance level and for 𝐷𝐷𝐷𝐷 − 2  
degrees of freedom shows 𝑡𝑡𝑡𝑡∝ critical value, so that 
𝑃𝑃𝑃𝑃{|𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝} =∝. If the comparison of 𝑡𝑡𝑡𝑡 value is 
calculated based on formula (9), i.e.,  

𝑡𝑡𝑡𝑡(∝,𝑒𝑒𝑒𝑒−2) = 𝑟𝑟𝑟𝑟
�1−𝑟𝑟𝑟𝑟2

∙ √𝐷𝐷𝐷𝐷 − 2      (9) 

with 𝑡𝑡𝑡𝑡∝ critical value results in |𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝ inequality, 
then 𝐻𝐻𝐻𝐻0 hypothesis about the absence of correlation 
between the variables has to be rejected. However, 
when |𝑡𝑡𝑡𝑡| < 𝑡𝑡𝑡𝑡∝, there are no grounds to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are uncorrelated.  

In the case when it is unfounded to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, the theoretical distribution functions 
(stage five) have to fit the mean values of the 𝑏𝑏𝑏𝑏-th 
parameters of the 𝑎𝑎𝑎𝑎-th operational cost components 
defined for the 𝑑𝑑𝑑𝑑-th time intervals. For the 
probability distribution fitting of 𝑋𝑋𝑋𝑋 variable, any 
central tendency value should be determined, i.e., the 
expected value, modal value or median as well as the 
lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper quantile 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞�. 𝑞𝑞𝑞𝑞 order 
quantile for 0 < 𝑞𝑞𝑞𝑞 < 1 takes 𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞  number, which 
meets the condition: 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� = ∫ 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞
−∞       (10) 

where: 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥) — cumulative distribution function of 𝑋𝑋𝑋𝑋 
random variable, 
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) — probability density function of 𝑋𝑋𝑋𝑋 variable 
probability. 

If there are grounds to reject 𝐻𝐻𝐻𝐻0 hypothesis, the 
trend line (stage 6a) should fit the mean values of the 
𝑏𝑏𝑏𝑏-th parameter defined for the 𝑑𝑑𝑑𝑑-th intervals. Stage 
6b consists in examining the model compliance with 
empirical data using 𝑅𝑅𝑅𝑅2 coefficient of determination 
(Dittman, 2003): 

𝑅𝑅𝑅𝑅2 = ∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�−�̅�𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡−�̅�𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

              (11) 

where: 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 — cost  parameter value in t period, 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�  — theoretical cost  parameter value in t period, 
�̅�𝑥𝑥𝑥 — mean value of cost parameter in z time series. 

𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑— 𝑌𝑌𝑌𝑌 variable value, i.e. time reflected by the upper 
limit of the 𝑑𝑑𝑑𝑑-th time interval 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑,  
�̅�𝑥𝑥𝑥 — arithmetic mean 𝑋𝑋𝑋𝑋 variable,  
𝑦𝑦𝑦𝑦� — arithmetic mean of 𝑌𝑌𝑌𝑌 variable,  
𝐷𝐷𝐷𝐷 — number of observations, the same as the 
number of time intervals. 

To verify the significance of the correlation 
coefficient, the hypothesis that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are 
not correlated should be checked, i.e., the null 
hypothesis 𝐻𝐻𝐻𝐻0: 𝜌𝜌𝜌𝜌 = 0, against the alternative 
hypothesis 𝐻𝐻𝐻𝐻1: 𝜌𝜌𝜌𝜌 ≠ 0. Student’s 𝑡𝑡𝑡𝑡-distribution for the 
predetermined 𝛼𝛼𝛼𝛼 significance level and for 𝐷𝐷𝐷𝐷 − 2  
degrees of freedom shows 𝑡𝑡𝑡𝑡∝ critical value, so that 
𝑃𝑃𝑃𝑃{|𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝} =∝. If the comparison of 𝑡𝑡𝑡𝑡 value is 
calculated based on formula (9), i.e.,  

𝑡𝑡𝑡𝑡(∝,𝑒𝑒𝑒𝑒−2) = 𝑟𝑟𝑟𝑟
�1−𝑟𝑟𝑟𝑟2

∙ √𝐷𝐷𝐷𝐷 − 2      (9) 

with 𝑡𝑡𝑡𝑡∝ critical value results in |𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝ inequality, 
then 𝐻𝐻𝐻𝐻0 hypothesis about the absence of correlation 
between the variables has to be rejected. However, 
when |𝑡𝑡𝑡𝑡| < 𝑡𝑡𝑡𝑡∝, there are no grounds to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are uncorrelated.  

In the case when it is unfounded to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, the theoretical distribution functions 
(stage five) have to fit the mean values of the 𝑏𝑏𝑏𝑏-th 
parameters of the 𝑎𝑎𝑎𝑎-th operational cost components 
defined for the 𝑑𝑑𝑑𝑑-th time intervals. For the 
probability distribution fitting of 𝑋𝑋𝑋𝑋 variable, any 
central tendency value should be determined, i.e., the 
expected value, modal value or median as well as the 
lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper quantile 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞�. 𝑞𝑞𝑞𝑞 order 
quantile for 0 < 𝑞𝑞𝑞𝑞 < 1 takes 𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞  number, which 
meets the condition: 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� = ∫ 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞
−∞       (10) 

where: 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥) — cumulative distribution function of 𝑋𝑋𝑋𝑋 
random variable, 
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) — probability density function of 𝑋𝑋𝑋𝑋 variable 
probability. 

If there are grounds to reject 𝐻𝐻𝐻𝐻0 hypothesis, the 
trend line (stage 6a) should fit the mean values of the 
𝑏𝑏𝑏𝑏-th parameter defined for the 𝑑𝑑𝑑𝑑-th intervals. Stage 
6b consists in examining the model compliance with 
empirical data using 𝑅𝑅𝑅𝑅2 coefficient of determination 
(Dittman, 2003): 

𝑅𝑅𝑅𝑅2 = ∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�−�̅�𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡−�̅�𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

              (11) 

where: 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 — cost  parameter value in t period, 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�  — theoretical cost  parameter value in t period, 
�̅�𝑥𝑥𝑥 — mean value of cost parameter in z time series. 
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𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑— 𝑌𝑌𝑌𝑌 variable value, i.e. time reflected by the upper 
limit of the 𝑑𝑑𝑑𝑑-th time interval 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑,  
�̅�𝑥𝑥𝑥 — arithmetic mean 𝑋𝑋𝑋𝑋 variable,  
𝑦𝑦𝑦𝑦� — arithmetic mean of 𝑌𝑌𝑌𝑌 variable,  
𝐷𝐷𝐷𝐷 — number of observations, the same as the 
number of time intervals. 

To verify the significance of the correlation 
coefficient, the hypothesis that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are 
not correlated should be checked, i.e., the null 
hypothesis 𝐻𝐻𝐻𝐻0: 𝜌𝜌𝜌𝜌 = 0, against the alternative 
hypothesis 𝐻𝐻𝐻𝐻1: 𝜌𝜌𝜌𝜌 ≠ 0. Student’s 𝑡𝑡𝑡𝑡-distribution for the 
predetermined 𝛼𝛼𝛼𝛼 significance level and for 𝐷𝐷𝐷𝐷 − 2  
degrees of freedom shows 𝑡𝑡𝑡𝑡∝ critical value, so that 
𝑃𝑃𝑃𝑃{|𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝} =∝. If the comparison of 𝑡𝑡𝑡𝑡 value is 
calculated based on formula (9), i.e.,  

𝑡𝑡𝑡𝑡(∝,𝑒𝑒𝑒𝑒−2) = 𝑟𝑟𝑟𝑟
�1−𝑟𝑟𝑟𝑟2

∙ √𝐷𝐷𝐷𝐷 − 2      (9) 

with 𝑡𝑡𝑡𝑡∝ critical value results in |𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝ inequality, 
then 𝐻𝐻𝐻𝐻0 hypothesis about the absence of correlation 
between the variables has to be rejected. However, 
when |𝑡𝑡𝑡𝑡| < 𝑡𝑡𝑡𝑡∝, there are no grounds to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are uncorrelated.  

In the case when it is unfounded to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, the theoretical distribution functions 
(stage five) have to fit the mean values of the 𝑏𝑏𝑏𝑏-th 
parameters of the 𝑎𝑎𝑎𝑎-th operational cost components 
defined for the 𝑑𝑑𝑑𝑑-th time intervals. For the 
probability distribution fitting of 𝑋𝑋𝑋𝑋 variable, any 
central tendency value should be determined, i.e., the 
expected value, modal value or median as well as the 
lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper quantile 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞�. 𝑞𝑞𝑞𝑞 order 
quantile for 0 < 𝑞𝑞𝑞𝑞 < 1 takes 𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞  number, which 
meets the condition: 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� = ∫ 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞
−∞       (10) 

where: 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥) — cumulative distribution function of 𝑋𝑋𝑋𝑋 
random variable, 
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) — probability density function of 𝑋𝑋𝑋𝑋 variable 
probability. 

If there are grounds to reject 𝐻𝐻𝐻𝐻0 hypothesis, the 
trend line (stage 6a) should fit the mean values of the 
𝑏𝑏𝑏𝑏-th parameter defined for the 𝑑𝑑𝑑𝑑-th intervals. Stage 
6b consists in examining the model compliance with 
empirical data using 𝑅𝑅𝑅𝑅2 coefficient of determination 
(Dittman, 2003): 

𝑅𝑅𝑅𝑅2 = ∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�−�̅�𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡−�̅�𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

              (11) 

where: 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 — cost  parameter value in t period, 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�  — theoretical cost  parameter value in t period, 
�̅�𝑥𝑥𝑥 — mean value of cost parameter in z time series. 

To verify the coefficient significance, statistics 𝐹𝐹𝐹𝐹 
should be used (Dittman, 2003): 

𝐹𝐹𝐹𝐹 = 𝑅𝑅𝑅𝑅2

1−𝑅𝑅𝑅𝑅2
∙ 𝐷𝐷𝐷𝐷−𝑜𝑜𝑜𝑜−1

𝑜𝑜𝑜𝑜
                              (12) 

where:  
𝐷𝐷𝐷𝐷 — number of the dependent variable observations 
(the same as the number of classes), 
𝑘𝑘𝑘𝑘 — number of predictor variables in the model 
excluding the variable with the intercept,  
which has Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 =
𝑘𝑘𝑘𝑘 and 𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, whether 
the model is inconsistent with the empirical data, i.e., 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis against the alternative  
𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypothesis. If 𝐹𝐹𝐹𝐹 value is smaller than 𝐹𝐹𝐹𝐹∝ 
from Fisher-Snedecor 𝐹𝐹𝐹𝐹 distribution tables for the 
adopted ∝ significance level and also for 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 
𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, there are no 
grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, which means 
that the coefficient of determination is not 
significantly different from zero — the model fit to 
empirical data is far too weak. In this case, such a 
trend model of the analysed parameter should be 
found, for which 𝐹𝐹𝐹𝐹 statistics can show a correlation 
occurrence between the data (stage 6a). However, if 
the coefficient of determination is statistically 
different from zero, the lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper 
quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� of the 𝑏𝑏𝑏𝑏-th parameter of the 
𝑎𝑎𝑎𝑎-th operational cost component for each ∆𝑡𝑡𝑡𝑡 time 
interval should be determined (stage 6c). Next, in the 
course of stage 6d, the correlation occurrence 
between 𝑌𝑌𝑌𝑌 time and the defined lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and 
upper quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� should be analysed 
using a correlation coefficient estimator. The 
hypothesis can be verified using Student’s 𝑡𝑡𝑡𝑡-
distribution with 𝐷𝐷𝐷𝐷 − 2 degrees of freedom. If there 
are no grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution function has to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6h). For the fitted 
probability distribution of 𝑋𝑋𝑋𝑋𝑞𝑞𝑞𝑞 variable, any central 
tendency value should be defined. However, if there 
are grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution functions have to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6e) and the 
analysis (stage 6f) — using 𝑅𝑅𝑅𝑅2 coefficient of 
determination — of the developed model compliance 
with empirical data has to be conducted. The 
assessment of correlations is performed by testing 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 and 𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypotheses. The 
hypothesis can be verified using statistics which has 
Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 

To verify the coefficient significance, statistics 𝐹𝐹𝐹𝐹 
should be used (Dittman, 2003): 

𝐹𝐹𝐹𝐹 = 𝑅𝑅𝑅𝑅2

1−𝑅𝑅𝑅𝑅2
∙ 𝐷𝐷𝐷𝐷−𝑜𝑜𝑜𝑜−1

𝑜𝑜𝑜𝑜
                              (12) 

where:  
𝐷𝐷𝐷𝐷 — number of the dependent variable observations 
(the same as the number of classes), 
𝑘𝑘𝑘𝑘 — number of predictor variables in the model 
excluding the variable with the intercept,  
which has Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 =
𝑘𝑘𝑘𝑘 and 𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, whether 
the model is inconsistent with the empirical data, i.e., 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis against the alternative  
𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypothesis. If 𝐹𝐹𝐹𝐹 value is smaller than 𝐹𝐹𝐹𝐹∝ 
from Fisher-Snedecor 𝐹𝐹𝐹𝐹 distribution tables for the 
adopted ∝ significance level and also for 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 
𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, there are no 
grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, which means 
that the coefficient of determination is not 
significantly different from zero — the model fit to 
empirical data is far too weak. In this case, such a 
trend model of the analysed parameter should be 
found, for which 𝐹𝐹𝐹𝐹 statistics can show a correlation 
occurrence between the data (stage 6a). However, if 
the coefficient of determination is statistically 
different from zero, the lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper 
quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� of the 𝑏𝑏𝑏𝑏-th parameter of the 
𝑎𝑎𝑎𝑎-th operational cost component for each ∆𝑡𝑡𝑡𝑡 time 
interval should be determined (stage 6c). Next, in the 
course of stage 6d, the correlation occurrence 
between 𝑌𝑌𝑌𝑌 time and the defined lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and 
upper quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� should be analysed 
using a correlation coefficient estimator. The 
hypothesis can be verified using Student’s 𝑡𝑡𝑡𝑡-
distribution with 𝐷𝐷𝐷𝐷 − 2 degrees of freedom. If there 
are no grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution function has to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6h). For the fitted 
probability distribution of 𝑋𝑋𝑋𝑋𝑞𝑞𝑞𝑞 variable, any central 
tendency value should be defined. However, if there 
are grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution functions have to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6e) and the 
analysis (stage 6f) — using 𝑅𝑅𝑅𝑅2 coefficient of 
determination — of the developed model compliance 
with empirical data has to be conducted. The 
assessment of correlations is performed by testing 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 and 𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypotheses. The 
hypothesis can be verified using statistics which has 
Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 
𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 
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Fig. 2. Schedule of the performed research analysis 

 
 

 
Fig. 3. Structure of costs distribution of a railbus operation adopted for calculations  
 
  

2013 2015 

Start of the research 

Time 
2014 2016 2017 2018 

1 

2 

3 

5 

4 

6 

7 

8 

End of the research 
 

14.12. 

N
um

be
r o

f r
ai

lb
us

 

Railbus operated by another rail carrier           Railbus operated by analysed rail carrier 
 

30.06. 

 

 

 

 

 

 

Cost 
parameters 

 

 

Cost  
category 

 

Cost 
components 

 

 

* 

𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 

3. Conducting the research 
and results 

3.1. Object and period 

The method for forecasting the costs of a techni-
cal object operation was made for eight single-mode 
railbuses of type X (manufactured by the same pro-
ducer), which are a homogeneous set of objects in 
terms of construction solutions. The railbuses are 
owned by the Lower Silesia Marshal’s Office and 
operated by a regional rail carrier. Because of a signed 
statement regarding data confidentiality, the name of 
the rail carrier could not be disclosed, and the marks 
(inventory numbers) of vehicles had to be changed.

Some analysed railbuses were taken by the ana-
lysed company from another railway company, and 
others were new, bought by the Regional Government 

and rented to the analysed company. The vehicles 
were in possession of the analysed company at differ-
ent times of their life, as illustrated in Fig. 2. 

The period of research analysis encompassed 42 
months of rail carrier performance, from December 
2013 to June 2017. 

The analysis period addressed the events and 
activities recorded from the 1st till the 50th month of 
the railbus exploitation. The exploitation time cov-
ered by the study was not identical for all analysed 
railbuses, i.e., for buses 1, 2 and 3 determining the 
operational cost parameters was possible from the 
9th till the 50th month of exploitation. However, for 
the buses No. 4 and 5, it was possible from the 1st till 
the 19th month of exploitation, whereas for other 
objects from the 1st till the 16th, 13th and 12th 
month, i.e., for buses 6, 7 and 8, respectively.

3.2. Assumptions 

The cost components were estimated, adopting 
the following assumptions:
• A railbus crew consists of one conductor and one 

driver;
• The central tendency measure is the expected 

value of E(X) parameters;
• The adopted horizon of cost forecasting is 50 

months;
• The exploitation month is not the same as the 

calendar month;
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𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 

• When calculating the number of days in the 
month of exploitation, the calendar year was 
considered to have 365 days;

• Costs are not discounted;
• The structure of operating costs consists of two 

components and seven cost parameters included 
in them (Fig. 3)
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3.3. Application of the method for fore-
casting the operational costs of tech-
nical objects

The statistical data analysis was performed using 
the functions and commands available in Microsoft 
Excel. Weibull++ application was also used, which 
allowed, e.g.:
•  developing histograms and cumulative distribu-

tion functions for random variables,
•  the verification of hypotheses (carried out using 

Spearman’s rho φ correlation coefficient) in the 

form of distributions of the analysed random 
variables,

•  the estimation of the unknown distribution 
characteristics.
For the purposes of the developed method, time 

series for the operational cost parameters were con-
structed by averaging the cost parameter per month 
of railbus exploitation (Fig. 4). In turn, Fig. 5 shows 
the course of the cumulative distribution function in 
the probability distribution grid for the operational 
cost parameters of railbuses.

railbuses, a train driver’s cost of work per 1 kilometre 
of the route, diesel consumption per kilometre of the 
route and the purchase price of a litre of diesel can be 
modelled with a normal distribution — a high value 
of Spearman’s rho 𝜑𝜑𝜑𝜑 correlation coefficient was 
received, ranging from 0.88 to 0.99. In turn, the cost 
of a conductor’s work per kilometre of the route can 
be described by a log-normal distribution (𝜑𝜑𝜑𝜑 = 0.99). 
The expected value as well as 𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞) lower and 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞) upper quantile for 𝑞𝑞𝑞𝑞=0.05 were determined 
for the adjusted probability distributions. 

 
 
 
 
 
 

𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 

The relative errors made when measuring opera-
tional costs at the end of the ∆t time interval, i.e., the 
last period, in which the actual costs were recorded, 
are summarised in Table 2. The prognostic value of 
the described method is high, as confirmed by the 
calculated mean value of the relative error module. In 
forecasting the operational costs of railbuses, the 
average error was approx. 2.9%.
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The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 
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Fig. 4. Data for the time series analysis covering a given operational cost parameter of railbuses: a) daily mileage of railbuses, b) salaries of 
conductors per kilometre of the route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of the route, 
and e) purchase price of a litre of diesel 
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Fig. 4. Data for the time series analysis covering a given operational cost parameter of railbuses: a) daily mileage of railbuses, b) salaries 
of conductors per kilometre of the route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of 
the route, and e) purchase price of a litre of diesel
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Fig. 5. Distribution of operational cost parameters for test objects: a) daily mileage of railbuses, b) salaries of conductors per kilometre of the 
route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of the route, and e) purchase price of a litre 
of diesel 
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Fig. 5. Distribution of operational cost parameters for test objects: a) daily mileage of railbuses, b) salaries of conductors per kilometre 
of the route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of the route, and e) purchase 
price of a litre of diesel

The list of parameters necessary to estimate the 
cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost parame-
ters are not time-dependent. The analysis indicates 
that the distributions of daily mileage of railbuses, a 
train driver’s cost of work per 1 kilometre of the route, 
diesel consumption per kilometre of the route and 
the purchase price of a litre of diesel can be modelled 
with a normal distribution — a high value of Spear-
man’s rho φ correlation coefficient was received, 
ranging from 0.88 to 0.99. In turn, the cost of a con-
ductor’s work per kilometre of the route can be 

described by a log-normal distribution (φ = 0.99). 
The expected value as well as F(xq) lower and  
F(x1-q) upper quantile for q=0.05 were determined for 
the adjusted probability distributions.

The relative errors made when measuring opera-
tional costs at the end of the ∆t time interval, i.e., the 
last period, in which the actual costs were recorded, 
are summarised in Table 2. The prognostic value of 
the described method is high, as confirmed by the 
calculated mean value of the relative error module. In 
forecasting the operational costs of railbuses, the 
average error was approx. 2.9%.
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Tab. 1. Parameters of the operational cost components for time intervals presented as the months of vehicle exploitation 

 
PARAMETERS OF THE OPERATIONAL COST COMPONENTS 

𝑲𝑲𝑲𝑲𝟏𝟏𝟏𝟏/𝟐𝟐𝟐𝟐 𝑲𝑲𝑲𝑲𝟏𝟏𝟏𝟏𝟐𝟐𝟐𝟐 𝑲𝑲𝑲𝑲𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 𝑲𝑲𝑲𝑲𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 𝑲𝑲𝑲𝑲𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 

STAGE 4 

Correlation coefficient (𝑟𝑟𝑟𝑟) -0.22 -0.07 0.06 0.18 -0.25 

For ∝= 0,05 
𝑡𝑡𝑡𝑡=-1.59 
𝑝𝑝𝑝𝑝 =0.12 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-0.51 
𝑝𝑝𝑝𝑝 =0.61 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =0.45 
𝑝𝑝𝑝𝑝 =0.65 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =1.27 
𝑝𝑝𝑝𝑝 =0.21 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-1.78 
𝑝𝑝𝑝𝑝 =0.08 
𝑝𝑝𝑝𝑝 >∝ 

Accepted hypothesis 𝐻𝐻𝐻𝐻0:𝜌𝜌𝜌𝜌 = 0 0:0 =ρH  0:0 =ρH  0:0 =ρH  0:0 =ρH  

STAGE 5 

Type of probability 
distribution 

Normal Log-normal Normal Normal Normal 

Distribution matching (𝜑𝜑𝜑𝜑) 0.97 0.99 0.99 0.99 0.88 
𝐸𝐸𝐸𝐸(𝑋𝑋𝑋𝑋) 367.85 1.23 2.07  4.75 0.58  

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,95� 480.95 1.46 2.41 5.60 0.69 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,05� 254.76 0.02 1.72 3.91 0.47  
 

Tab. 2. Relative errors in measuring operational costs of railbuses 

RAILBUS NUMBER LAST MONTH OF  THE RAILBUS 
EXPLOITATION T 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕

𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕 𝜸𝜸𝜸𝜸𝒕𝒕𝒕𝒕 MEAN RELATIVE ERROR 

1 50 3379357 3340998 -1.1% 

2.9% 

2 50 3156515 3340998 5.5% 

3 50 3416362 3340998 -2.3% 

4 19 1226472 1269579 3.4% 

5 19 1276996 1269579 -0.58% 

6 16 1140901 1069119 -6.7% 

7 13 873708 868659 -0.58% 

8 12 825694 801839 -3.0% 

 

 

 
Fig. 6. Cumulative operational costs of railbuses in the analysed period presented as the months of exploitation 
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𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =1.27 
𝑝𝑝𝑝𝑝 =0.21 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-1.78 
𝑝𝑝𝑝𝑝 =0.08 
𝑝𝑝𝑝𝑝 >∝ 

Accepted hypothesis 𝐻𝐻𝐻𝐻0:𝜌𝜌𝜌𝜌 = 0 0:0 =ρH  0:0 =ρH  0:0 =ρH  0:0 =ρH  

STAGE 5 

Type of probability 
distribution 

Normal Log-normal Normal Normal Normal 

Distribution matching (𝜑𝜑𝜑𝜑) 0.97 0.99 0.99 0.99 0.88 
𝐸𝐸𝐸𝐸(𝑋𝑋𝑋𝑋) 367.85 1.23 2.07  4.75 0.58  

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,95� 480.95 1.46 2.41 5.60 0.69 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,05� 254.76 0.02 1.72 3.91 0.47  
 

Tab. 2. Relative errors in measuring operational costs of railbuses 

RAILBUS NUMBER LAST MONTH OF  THE RAILBUS 
EXPLOITATION T 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕

𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕 𝜸𝜸𝜸𝜸𝒕𝒕𝒕𝒕 MEAN RELATIVE ERROR 

1 50 3379357 3340998 -1.1% 

2.9% 

2 50 3156515 3340998 5.5% 

3 50 3416362 3340998 -2.3% 

4 19 1226472 1269579 3.4% 

5 19 1276996 1269579 -0.58% 

6 16 1140901 1069119 -6.7% 

7 13 873708 868659 -0.58% 

8 12 825694 801839 -3.0% 
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Conclusions 

The article discusses the method aimed at fore-
casting operational costs of technical objects. The 
presented method allows estimating operational costs 
in the adopted life-cycle of a technical object. The 
estimation of costs within three variants, i.e., the 
expected variant (e.g., modal), the optimistic variant 
and the pessimistic variant, allows determining the 
cost range of a technical object operation. It is a uni-
versal method, as it can be used for any technical 
object (provided that the historical data related to the 
operation of identical objects or homogeneous 
objects, in terms of their structural solutions, were 
collected). In addition, this method allows capturing 
the variability of maintenance costs over time, arising 
from the gradual changes in object parameters, 
resulting from technical wear, by examining the cor-
relations of technical parameters such as, e.g., diesel 
consumption. It should be noted that in the presented 
method, the level of costs depends on, e.g.:
• the number of components adopted for analysis 

and the cost parameters identified within them;
• the adopted exploitation time unit;
• the adopted central tendency measure and the 

confidence interval in the calculations of quantile 
values.
The analysis of the compliance between fore-

casted operational costs and the actual costs showed  
a high correlation, as evidenced by the level of esti-
mated relative errors. Therefore, the method, which 
was approached as the possibility of its application to 
estimate operational costs during future periods, has 
a relatively high prognostic value.

The presented method can also become the basis 
for estimating total operational costs, which remain 
an important cost component, considered when 
assessing the profitability of purchasing one of several 
competing technical objects offered by the industry. 
Thus, the modification of the presented method and 
its implementation constitute the next stage of the 
author’s research covering the LCC analysis.
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The article aims to present practical methods for prioritising the activities of 
maintenance departments based on the Pareto analysis and the failure risk analysis. 
Based on the collected data on the number of observed failures and their removal 
times, commonly known reliability indicators were determined, which were then used 
to estimate the probabilities and consequences of failures in terms of the risk of loss of 
production continuity. Based on commonly collected failure data, the developed 
methods allow proposing to the maintenance departments the sequence of 
maintenance and repair work to be undertaken in terms of minimising the risk of 
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departments (e.g. RBI, FMEA, ETA, FTE, HIRA). The added value of this work is the use 
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Introduction

In ancient times, the failure-free use of technical 
inventions was the intention of their creators who 
also understood that this effect was impossible with-
out periodic, more or less complex maintenance 

activities. Archaeological findings in prehistoric bur-
ial places include, e.g., chariots with traces of grease 
on their axles, and — speaking in modern terms — 
catalogues of vegetable oils and animal fats to be used 
as lubricants. 
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Throughout history, the concepts of servicing 
technical facilities have changed. Until the Second 
World War, such services were mainly understood 
(apart from cleaning and the aforementioned lubrica-
tion) as a reaction to damage. In times of cheap and 
readily available labour, the reactive approach was 
predominant. It meant that machines and devices 
were serviced only when their technical condition 
required it. Therefore, maintenance activities were 
most often performed as a reaction to a failure. 

In the following decades, machines grew much 
more complex, making a greater impact on the conti-
nuity of production. In the event of a failure, it was no 
longer possible to replace the operation of these 
machines with human force, and downtime caused 
increasingly more economic losses. Along with the 
increase in the complexity of machine construction, 
preventive and prognostic concepts emerged, but 
they still referred to the effectiveness of maintenance 
activities, i.e., eliminating failures and maintaining 
the production continuity. Since the end of the last 
century, the increasing importance of operational 
efficiency, safety of people and the environment, 
compliance with the law and standards, and more 
recently, sustainable development have been recog-
nised.

Maintenance tasks are interdisciplinary. Not only 
they consist of technical issues (degradation, wear, 
diagnostics, technical and technological progress) 
but also legal, normative and managerial issues, 
which must be resolved to achieve production, qual-
ity, environmental and work safety goals. The list of 
maintenance attributes is no longer limited to the 
ability to efficiently use workshop tools and quickly 
locate damage. The contemporary aspects of mainte-
nance include the origin and forecasting of a technical 
condition, product quality, the safety of people and 
the environment, and technical and technological 
development. Such an approach to maintenance pro-
cesses creates the need to develop or adopt appropri-
ate tools and methods that will allow making effective 
and efficient decisions regarding the determination of 
the sequence and scope of maintenance, repair or 
investment activities.

1. Literature review

The concept of maintenance appears in terms of 
inevitable costs which, according to various sources, 
amount to as much as 5% of the company’s turnover, 
constituting 4–15% of the production costs and about 

18% of the inventory value depending on the industry 
(Mikler, 2008). Some sources estimate that the cost of 
living amounts to 10–40% (Maggard & Rhyne, 1992), 
15–50% (Coetzee, 2004), and even 15–70% (Bevilac-
qua & Braglia, 2000) of production costs. According 
to Ahlmann (2002), the costs of maintaining machin-
ery in Sweden accounts for 6.2% of the company’s 
turnover. According to Wireman (1990), 30% of the 
costs incurred for maintenance arise from improper 
planning of works and related overtime. The actual 
costs incurred can be much higher. 

Machine failure may entail financial losses not 
only because of the necessity to remove it but also due 
to the lack of planned production or penalties related 
to failure to meet deadlines or environmental pollu-
tion (Todinov, 2006). Increasingly more often, insur-
ance companies require maintenance, which is safe in 
the economic, environmental and health-and-safety 
terms, basing insurance rates on the effectiveness of 
this process. Enterprises with high organisational and 
technical culture are therefore changing their attitude 
to maintenance processes and ceasing to classify 
them as costs that need to be minimised, perceiving 
them as costs that can and must be managed instead. 
Concepts of proactive maintenance, such as TPM, 
RCM, RBI, consist of monitoring the technical condi-
tion of machines, introducing technical diagnostics, 
and device operators. These concepts, as well as vari-
ous approaches to the principles of maintenance, 
have been widely described in the literature 
(Żółtowski & Niziński, 2010; Legutko, 2010; Niziński 
& Michalski, 2007; Legutko, 2007; Pintelon et al., 
2006; Żółtowski & Tylicki, 2004; Żurek, 2004; Szpytko 
et al., 2003; Swanson, 2001). 

Enterprises with advanced organisational culture 
and technologies recognise that not only maintenance 
processes may have a significant impact on the pro-
duction output, costs and quality of the final product 
but also the safety of people and the environment. 
Maintenance is perceived as an important element of 
sustainable development (Szczuka & Drożyner, 2015; 
Jasiulewicz-Kaczmarek & Drożyner, 2013; Drożyner 
et al., 2011; Farrington-Darby et al., 2005; Fei & Hon-
ghui, 1998). Maintenance services are becoming an 
indispensable element of most business processes, 
such as production planning to ensure continuity, 
logistics and sales, environmental protection or HR 
processes (competences, authorisations, staff work-
ing hours), including occupational health and safety.

Besides, maintenance services are responsible for 
(right and wrong) decisions regarding required main-
tenance and repair activities, such as machine inspec-
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tion, alignment or balancing. Their choice of an 
operation strategy or purchasing policy may either 
positively or negatively influence technical and tech-
nological development and, as a consequence, the 
efficiency and effectiveness of the entire enterprise. 
Therefore, maintenance is a part of such standards as 
ISO 55001:2014 on asset management. The guidelines 
for the implementation of an asset management sys-
tem contained in the ISO 55002 standard suggest the 
use of such methods and tools as RCM, FMEA, 
HAZOP, and RCFA (Root Cause Failure Analysis). 
The comparison of the requirements of ISO 9001 and 
ISO 55001 in terms of maintenance processes and, 
more broadly, operation reveals that infrastructure 
(physical assets) is treated objectively in the ISO 9001 
standard (as an intermediary). In contrast, ISO 55001 
treats the assets as the main subject and the purpose 
of action.

The quality standard refers to the infrastructure 
instrumentally as one of many factors influencing the 
quality of the product or service. The requirements 
for infrastructure generally relate to the effectiveness 
of maintenance, which aims to ensure timely service 
considering the risk of a potential failure and down-
time, and, sometimes, also the quality requirements 
for the product, which is potentially at risk due to 
inadequate technical condition of the facility. The 
process approach to these issues — although ensur-
ing greater operational efficiency — is not required 
directly and is the sole decision of the entrepreneur.

The ISO 55001 standard specifies all elements of 
the process approach to infrastructure management, 
i.e., requirements for the setting (organisation con-
text), planning, identifying measures, and ensuring 
resources. Also, it concerns typical systemic actions, 
such as internal audits, management reviews, correc-
tive, preventive and improvement measures. The 
standard considers assets as a value that can and must 
be managed rather than inevitable costs. This stand-
ard is in line with the proposed (Jasiulewicz-Kacz-
marek & Drożyner, 2011; Jasiulewicz-Kaczmarek  
& Drożyner, 2013; Drożyner et al., 2013) and the 
model of machine maintenance processes. 

Companies that have implemented formalised 
management systems for quality, environmental pro-
tection, health and safety, etc., are obliged to meet the 
requirements of relevant standards for continuous 
improvement. Various tools and methods are used in 
such activities, e.g., brainstorming, histograms,  
5 Whys, the Pareto analysis, the Ishikawa diagrams, 
and the G8D method (Starzyńska et al., 2010; Mazur 
& Gołaś, 2010). These tools are generally used to 

improve management and production processes, and, 
rarely, auxiliary processes, such as maintenance. 
Meanwhile, a good product is not enough for a busi-
ness to maintain a position in the market. Nowadays, 
competition demands greater efforts, and enterprises 
that do not minimise losses in production have diffi-
culty with staying in the market (Jasiulewicz-Kacz-
marek, 2013; Stanek et al., 2011; Saniuk et al., 2015). 
Therefore, cost optimisation should apply to all pro-
cesses, especially those that may generate high costs 
(Stuchly, Jasiulewicz-Kaczmarek, 2014; Pałucha, 
2015; Knights, 2001; Obora, 2008).

The widespread use of classical analysis tools for 
maintenance processes began with the advent of the 
TPM (Total Productive Maintenance) concept. The 
tools are used in maintenance to analyse the causes of 
damage (5 Whys, the Ishikawa diagram (Chang  
& Lin, 2006)), the prioritisation of maintenance 
activities (the Pareto analysis (Borris, 2006)), the 
process improvement (brainstorming (Drożyner  
& Hoffa, 2015)). The tools have been practically used 
in the railway (Kumar et al., 2008), aviation (Al-kaabi 
et al., 2007; Vassilakis & Besseris, 2009), automotive 
(Holtz & Campbell, 2003), metallurgy (Gajdzik, 
2014) and petrochemical (Prasanna & Desai, 2011) 
industries.

The maintenance of machinery and equipment 
depends on the context of the enterprise, its goals, 
structure, internal limitations and external condi-
tions. Components of the maintenance are the result 
of (1) units targeted by activities, i.e., specific 
machines and their modules that require inspection, 
maintenance, and repair; (2) the company’s status in 
relation to the environment, in which it operates; (3) 
goals that reflect the strategic importance of the 
company’s maintenance; (4) profile of maintenance 
tasks; and (5) the results achieved in relation to the 
expected value. The effectiveness of maintenance 
management in the enterprise is significantly 
impacted by such factors as the risk assessment of 
emergency events, the selection of an operational 
strategy, and the determination of time intervals and 
resources necessary to implement the tasks resulting 
from the adopted strategy (Jasiulewicz-Kaczmarek  
& Bartkowiak, 2016). The new trend of maintenance 
management has shifted from time interval-based 
maintenance to risk approach-based maintenance. 
Risk assessment integrates reliability with safety and 
environmental issues and can, therefore, be used as a 
decision-making tool in preventive maintenance 
planning (Ratnayake & Antosz, 2017; Gill, 2017; 
Gallaba et al., 2019; Hameed et al., 2019; Özcan et al., 
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2019; Michalak, 2017). Risk-based maintenance 
planning minimises the probability of a system failure 
and its consequences related to safety, economy and 
the environment (Jasiulewicz-Kaczmarek et al., 
2020). It assists management in making the right 
maintenance investment decisions, which, in turn, 
results in better use of existing production equip-
ment. In recent years, there has been a growing inter-
est in the use of risk analysis and risk-based 
(informed) approaches for guiding decisions on 
maintenance (Table 1).

2. Research Methods

One company from the food processing industry 
(dairy) was used to compile data on the frequency 

Tab. 1. Risk analysis tools used for maintenance 

RISK TOOL DESCRIPTION SAMPLE PUBLICATIONS ON THE ISSUE 

ETA Event Tree Analysis — a method for describing the consequences of the 
superior event, illustrating the progression of events from the initial 
event to the final event, with particular emphasis on the moments that 
are decisive for the condition of the facility (installation). It is the 
primary method of creating an object model for threat analysis 

Ahmadi et al., 2008;  
Mareş et al., 2017 

 

FTA Fault Tree Analysis — a qualitative method of risk analysis using the 
structure of logical trees, allowing for modelling the course of a failure 
and then its analysis. An FTA diagram illustrates causes, the result of 
which are referred to as uncertain events or risk 

Gharahasanlou et al., 2014; 
Vaurio, 2010 

FMEA Failure Modes Effects Analysis — a method that consists of analytically 
determining the cause-and-effect relationships of potential product 
defects and considering the criticality (risk) factor in the analysis. Its aim 
is to consistently and systematically identify potential product/process 
defects, and then eliminate them or minimise the related risk 

Sutrisno et al., 2015;  
Onodera & Katsushige, 1997; 
Braaksma et al., 2013; 
Mikołajczyk, 2013; 
Mańka, 2015; 
Ennouri, 2015 

HAZOP  Hazard and Operability Studies, in other words, the analysis of threats 
and operational capabilities, is based on the PN-IEC 61882 standard. It 
is often used in the design of new facilities and installations, 
modernisation of facilities, installations or processes 

Hu et al., 2012;  
Crawley &Tyler, 2015 

HIRA  Hazard Identification and Risk Assessment — risk assessment tool that 
can be used to assess which hazards pose the greatest risk in terms of 
how likely they are to occur and how great their potential impact may 
be 

Purohit et al., 2018;  
Liberti et al., 2015 

GOFA  Goal-Oriented Failure — analysis and a hazard identification technique 
that uses selective features from Failure Mode and Effects Analysis 
(FMEA) and Fault Tree Analysis (FTA) to identify the causes of failure of 
a specific target 

Yi et al., 2017;  
Yi et al., 2016 

RBI Risk-Based Inspection — determining the scope and methods of testing, 
allowing to determine the risk associated with the operation of 
technical devices, based on the results of quantitative risk analysis 

Arunraj & Maiti, 2007;  
Khan et al., 2004;  
Khan & Haddara,2003 

RCM Reliability-Centred Maintenance — determining the necessary 
maintenance activities in the operational efficiency of the machine or 
device, considering the conditions of use 

Hauge et al., 2001;  
Braglia et al., 2019 

 

  and duration of emergency downtime. During the 
analysed period (20 months), 132 defects were 
recorded, the removal of which took a total of 241 
hours (Table 2).

First, a Pareto analysis was performed for the 
damage that occurred, considering first the time of 
their removal and then, their number as a criterion. 
When conducting the analysis, two variants of the 
procedure were considered. In the first one (V1), each 
operated device was studied separately. In the second 
(V2), whole homogeneous groups of devices (such as 
tanks) were studied separately (as a single unit). As 
the Pareto analysis is widely described in the litera-
ture (Karuppusami, Gandhinathan 2006; Talib et al., 
2010; Miller 2011), the description is not provided in 
this paper. The results of the analysis are presented in 
Figs. 1–4.
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Tab. 2. List of the frequency and duration of emergency downtime at the enterprise

Equipment Units of equip-
ment

Code of equip-
ment

Number of 
failures ni in 
the analysed 

period

Number of 
failures per 
equipment

Total time ti of 
damage re-
moval [h]

Time ti of dam-
age removal 

for single 
equipment [h]

horizontal tank 7 hori 35 5 70 2

submersible 
pump 20 subm 40 2 40 1

washing station 2 wash 8 4 24 3

condensing unit 1 cond 5 5 15 3

water boiler 1 wate-b 5 5 10 2

shrink wrapping 
machine 1 shri 3 3 9 3

pneumatic 
pump for cheese 1 pneu 3 3 9 3

centrifuge LWG-
47 1 cent 3 3 9 3

pneumatic press 
of cheeses 1 pneu1 4 4 8 2

milk collection 
station 1 milk 4 4 8 2

cheese cauldron 1 chee-c 3 3 6 2

vacuum packing 
machine 1 vacu 3 3 6 2

cheese slurry 
pump 1 chee-s 3 3 6 2

hot water pump 3 hot 3 1 6 2

water cooler 1 wate-c 2 2 6 3

pasteuriser - 
milk - cream 1 past 4 4 4 1

centrifugal 
pump 1 centp 2 2 2 1

screw compres-
sor 1 scre 1 1 2 2

elevator 1 elev 1 1 1 1

together 132 58 241 40
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Fig. 1. Result of the Pareto analysis for the "repair time" criterion in the V1 variant 
 

 
Fig. 2. result of the Pareto analysis for the "number of failures" criterion in variant V1 

 

 
Fig. 3. Result of the Pareto analysis for the "repair time" criterion in the V2 variant 
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Fig. 4. Result of the Pareto analysis for the "number of failures" criterion in the V2 variant 

 

 
Fig. 5. Tested equipment and the “number of failures — failure recovery time” (V2) system 
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It was found that in variant V1, when using the 
repair time criterion, the most important damages 
with the total share in the criterion of 80% were those 
that happened at the washing station, the condensing 
unit and the shrink-wrapping machine. In the case of 
the failure number criterion, the most important 
damages were those that were found at the horizontal 
tank, condensing unit and water boiler. In variant V2, 
when using the repair time criterion, the most impor-
tant damages were those that took place were at the 
horizontal tank, submersible pump and washing sta-
tion. And using the criterion of the number of fail-
ures, the most important damages were those that 
occurred at the submersible pump, the horizontal 
tank and the washing station. In the next step, it was 
decided to carry out the analysis using the method 
proposed by Knights (2001). This method allows for 
the simultaneous study of the influence of two criteria 
as opposed to the traditional Pareto method, where 
the influence of only one factor can be determined 
and visualised at one time, as shown in Figs. 1–4.

Figs. 5 and 6 show the location of individual 
pieces of equipment (their codes) in the coordinate 
system “number of failures” and “repair time” for 
both variants of analyses. This type of analysis allows 
for a certain grouping of equipment from the point of 
view of the product depending on the frequency and 
duration of failures. It is possible to easily visualise 
pieces of equipment, for which failures are chronic 
(relatively frequent) and those that, even in the case 
of a single incident, are significant for the company 
(due to the time required for removal). It was assumed 
that the threshold value of the number of failures L 
for chronic failures is:

 

p
NL =

  
where:  
N — total number of damage incidents,  
p — number of pieces of equipment (19 in variant V1 
and 47 in V2), 
and for severe damage, the average repair time K is: 

N
TK =

 
where:  
T — total damage removal time.  
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It was assumed that the measure of the probability 
of a failure will be the value of the failure stream λι,  
and a measure of consequence — the share of repair 
time for a given piece of equipment in the total 
operating time of ki. The acceptable risk area (the 
green area in Figs. 7 and 8) was the area limited by the 
values of λι i ki equal to 1/3 of the maximum values of 
λι i ki, respectively λaccept = 0.0033 and kaccept = 0.0058 
(in the variant V1) and λaccept = 0.000433 and  
kaccept = 1.04E-07 (V2). In turn, the increased risk (the 
yellow area) is determined (arbitrarily) by values that 
are twice as high. 

(1)(1)

(2)

For the collected data, L = 6.9 failures per piece of 
equipment and K = 1.8 h per failure in variant V1 and 
L = 2.8 failures per piece of equipment and K = 1.8 h 
per failure in variant V2 were calculated. These limits 
are presented in Figs. 5 and 6. Pieces of equipment 
were classified depending on types of failure, i.e., 
chronic, major, chronic and serious, and less signifi-
cant. A logarithmic scale was used to make the chart 
more readable. “L” — vertical line, “K” — horizontal 
line.

Based on this approach, the most important 
pieces of equipment were the shrink-wrapping 
machine, the centrifuge LWG-47, the pneumatic 
press for cheeses, the washing station, the condensing 
unit, the cheese slurry pump, the cheese cauldron, the 
vacuum packing machine, the pneumatic pump for 
cheese, the milk collection station, the water boiler 
and the horizontal tank in variant V1 and the 
horizontal tank, the submersible pump and the 
washing station in variant V2. As the use of risk 
analysis methods is becoming increasingly more 
common for the issues related to machinery and 
equipment operation, including maintenance (Weber 
et al., 2012; Aven, 2008; Khan et al., 2004), an original 
risk assessment method was proposed for further 
analyses related to failures of individual pieces of 
equipment with the use of reliability indicators to 
estimate the probability and consequences of failures. 
For this purpose, the average times of correct 
operation between failures for individual pieces 
(MTBFi) and the share of time ki in repairing the i-th 
device in the total working time of the company in the 
examined period Tc (based on accounting data, 4 000 
hours of operation in the analysed period were 
assumed) and the damage stream λι for the i-th 
device, where: 

  i

c
i n

TM T B F=
     

i
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1
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It was assumed that the measure of the 
probability of a failure will be the value of the failure 
stream λι,  and a measure of consequence — the share 
of repair time for a given piece of equipment in the 
total operating time of ki. The acceptable risk area (the 
green area in Figs. 7 and 8) was the area limited by the 
values of λι i ki equal to 1/3 of the maximum values of 
λι i ki, respectively λaccept = 0.0033 and kaccept = 0.0058 
(in the variant V1) and λaccept = 0.000433 and kaccept = 
1.04E-07 (V2). In turn, the increased risk (the yellow 
area) is determined (arbitrarily) by values that are 
twice as high. 
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Fig. 4. Result of the Pareto analysis for the "number of failures" criterion in the V2 variant 

 

 
Fig. 5. Tested equipment and the “number of failures — failure recovery time” (V2) system 
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Fig. 6. Tested equipment and the “number of failures — failure recovery time” (V1) system 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 
Fig. 7. Risk matrix for the tested devices (V2)  
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where:  
N — total number of damage incidents,  
p — number of pieces of equipment (19 in variant V1 
and 47 in V2), 
and for severe damage, the average repair time K is: 

N
TK =

 
where:  
T — total damage removal time.  
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It was assumed that the measure of the probability 
of a failure will be the value of the failure stream λι,  
and a measure of consequence — the share of repair 
time for a given piece of equipment in the total 
operating time of ki. The acceptable risk area (the 
green area in Figs. 7 and 8) was the area limited by the 
values of λι i ki equal to 1/3 of the maximum values of 
λι i ki, respectively λaccept = 0.0033 and kaccept = 0.0058 
(in the variant V1) and λaccept = 0.000433 and  
kaccept = 1.04E-07 (V2). In turn, the increased risk (the 
yellow area) is determined (arbitrarily) by values that 
are twice as high. 

(4)

(5)

Based on this approach, the most important 
pieces of equipment were the shrink-wrapping 
machine, the centrifuge LWG-47, the pneumatic 
press for cheeses, the washing station, the condensing 
unit, the cheese slurry pump, the cheese cauldron, the 
vacuum packing machine, the pneumatic pump for 
cheese, the milk collection station, the water boiler 
and the horizontal tank in variant V1 and the 
horizontal tank, the submersible pump and the 
washing station in variant V2. As the use of risk 
analysis methods is becoming increasingly more 
common for the issues related to machinery and 
equipment operation, including maintenance (Weber 
et al., 2012; Aven, 2008; Khan et al., 2004), an original 
risk assessment method was proposed for further 
analyses related to failures of individual pieces of 
equipment with the use of reliability indicators to 
estimate the probability and consequences of failures. 
For this purpose, the average times of correct 
operation between failures for individual pieces 
(MTBFi) and the share of time ki in repairing the i-th 
device in the total working time of the company in the 
examined period Tc (based on accounting data, 4 000 
hours of operation in the analysed period were 
assumed) and the damage stream λι for the i-th 
device, where: 

  i

c
i n

TM T B F=
     

i
i M T B

1
=λ

 

c

i
i T

tk =
 

It was assumed that the measure of the 
probability of a failure will be the value of the failure 
stream λι,  and a measure of consequence — the share 
of repair time for a given piece of equipment in the 
total operating time of ki. The acceptable risk area (the 
green area in Figs. 7 and 8) was the area limited by the 
values of λι i ki equal to 1/3 of the maximum values of 
λι i ki, respectively λaccept = 0.0033 and kaccept = 0.0058 
(in the variant V1) and λaccept = 0.000433 and kaccept = 
1.04E-07 (V2). In turn, the increased risk (the yellow 
area) is determined (arbitrarily) by values that are 
twice as high. 
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Fig. 7. Risk matrix for the tested devices (V2)  
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Based on these assumptions, in the V1 variant, 
the pieces of equipment with unacceptable risk were 
the pasteuriser for milk and cream, the pneumatic 
pump for cheese, the washing station, the milk col-
lection station, the condensing unit, the horizontal 
tank, the water boiler. In the case of the V2 variant, 
the pieces of equipment with unacceptable risk were 
the horizontal tank and the submersible pump. The 
results of analyses and calculations are summarised 
in Tables 3 and 4. The description of the adopted 
category A for the tested devices is presented in 
Table 5.

    Tab. 3. Summary of the analysis results for variant V1 

CATEGORY 

EQUIPMENT QUALIFICATION IN ASPECT (V1) 

SINGLE-CRITERIA PARETO ANALYSIS 
TWO-CRITERIA PARETO 

ANALYSIS RISK ANALYSIS 
BY REPAIR TIME BY NUMBER OF DAMAGE 

INCIDENTS 
A washing station, 

condensing unit, shrink 
wrapping machine, 
pneumatic press of 
cheeses, centrifuge LWG-
47, water cooler, horizontal 
tank, water boiler, 
pneumatic pump for 
cheese, milk collection 
station, cheese cauldron, 
vacuum packing machine, 
cheese cauldron 
 

horizontal tank, condensing 
unit, water boiler, washing 
station, pneumatic press of 
cheeses, shrink wrapping 
machine, pneumatic pump 
for cheese, centrifuge LWG-
47, cheese cauldron, vacuum 
packing machine 

  

shrink wrapping 
machine, centrifuge 
LWG-47, pneumatic 

press of cheeses, 
washing station, 
condensing unit, 

cheese slurry pump, 
cheese cauldron, 
vacuum packing 

machine, pneumatic 
pump for cheese, milk 

collection station, 
water boiler, horizontal 

tank 

pasteuriser - milk – 
cream, pneumatic 
pump for cheese, 

washing station, milk 
collection station, 
condensing unit, 
horizontal tank, 

water boiler, 

number of 
devices 13 10 12 7 

 
    Tab. 4. Summary of the analysis results for variant V2 

CATEGORY 

EQUIPMENT QUALIFICATION IN ASPECT (V1) 

SINGLE-CRITERIA PARETO ANALYSIS 
TWO-CRITERIA PARETO 

ANALYSIS RISK ANALYSIS 
BY REPAIR TIME BY NUMBER OF DAMAGE 

INCIDENTS  
A horizontal tank, 

submersible pump, washing 
station, condensing unit, 
water boiler, shrink 
wrapping machine, 
pneumatic pump for 
cheese, centrifuge LWG-47 

submersible pump, horizontal 
tank, washing station, 
condensing unit, water boiler, 
pneumatic pump for cheese, 
milk collection station, 
pasteuriser - milk - cream 

horizontal tank, 
submersible pump, 

washing station 

horizontal tank, 
submersible pump 

number of 
devices 8 8 3 2 

 
 

   Tab. 5. Descriptions and comparison of the adopted damage category 

CATEGORY SINGLE-CRITERIA PARETO ANALYSIS TWO-CRITERIA PARETO ANALYSIS RISK ANALYSIS 

A damage for which the total share in a given 
criterion is 80% severe and chronic damage damage with an 

unacceptable risk 
 

3. Results and discussion

Summarising the results obtained in the con-
ducted analyses, it can be stated that the most rigor-
ous in terms of prioritising the tasks of maintenance 
services is the method of risk analysis in variant V2, 
i.e., treating groups of homogeneous pieces of equip-
ment as a single piece. The example of submersible 
pumps and tanks shows that damage to individual 
devices is not particularly visible in statistics and 
analyses, and only the grouping of these devices and 

    Tab. 3. Summary of the analysis results for variant V1 

CATEGORY 

EQUIPMENT QUALIFICATION IN ASPECT (V1) 

SINGLE-CRITERIA PARETO ANALYSIS 
TWO-CRITERIA PARETO 

ANALYSIS RISK ANALYSIS 
BY REPAIR TIME BY NUMBER OF DAMAGE 

INCIDENTS 
A washing station, 

condensing unit, shrink 
wrapping machine, 
pneumatic press of 
cheeses, centrifuge LWG-
47, water cooler, horizontal 
tank, water boiler, 
pneumatic pump for 
cheese, milk collection 
station, cheese cauldron, 
vacuum packing machine, 
cheese cauldron 
 

horizontal tank, condensing 
unit, water boiler, washing 
station, pneumatic press of 
cheeses, shrink wrapping 
machine, pneumatic pump 
for cheese, centrifuge LWG-
47, cheese cauldron, vacuum 
packing machine 

  

shrink wrapping 
machine, centrifuge 
LWG-47, pneumatic 

press of cheeses, 
washing station, 
condensing unit, 

cheese slurry pump, 
cheese cauldron, 
vacuum packing 

machine, pneumatic 
pump for cheese, milk 

collection station, 
water boiler, horizontal 

tank 

pasteuriser - milk – 
cream, pneumatic 
pump for cheese, 

washing station, milk 
collection station, 
condensing unit, 
horizontal tank, 

water boiler, 

number of 
devices 13 10 12 7 

 
    Tab. 4. Summary of the analysis results for variant V2 

CATEGORY 

EQUIPMENT QUALIFICATION IN ASPECT (V1) 

SINGLE-CRITERIA PARETO ANALYSIS 
TWO-CRITERIA PARETO 

ANALYSIS RISK ANALYSIS 
BY REPAIR TIME BY NUMBER OF DAMAGE 

INCIDENTS  
A horizontal tank, 

submersible pump, washing 
station, condensing unit, 
water boiler, shrink 
wrapping machine, 
pneumatic pump for 
cheese, centrifuge LWG-47 

submersible pump, horizontal 
tank, washing station, 
condensing unit, water boiler, 
pneumatic pump for cheese, 
milk collection station, 
pasteuriser - milk - cream 

horizontal tank, 
submersible pump, 

washing station 

horizontal tank, 
submersible pump 

number of 
devices 8 8 3 2 

 
 

   Tab. 5. Descriptions and comparison of the adopted damage category 

CATEGORY SINGLE-CRITERIA PARETO ANALYSIS TWO-CRITERIA PARETO ANALYSIS RISK ANALYSIS 

A damage for which the total share in a given 
criterion is 80% severe and chronic damage damage with an 

unacceptable risk 
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their failures shows that they are a serious problem 
for maintaining the continuity of the company’s pro-
duction. A pure Pareto analysis, especially in the case 
of small differences in times of correct operation and 
the number of failures for individual pieces of equip-
ment, is rather of little use as the number of pieces 
selected in this way is so large that it does not make a 
significant contribution to the planning of mainte-
nance and repair works.

In maintenance risk analysis tools like RBI or 
FMEA, fuzzy values such as "very small”, “small”, etc. 
are generally used to estimate probability and conse-
quences. Often these values are burdened with a high 
degree of subjectivity of the authors of these analyzes 
and result from their personal experiences. In the 
method proposed in the article, to estimate the prob-
abilities and consequences of damages, "hard" data on 
times and numbers of failures collected during opera-
tion were used. In the method proposed in the article, 
to estimate the probabilities and effects, "hard" data 
on the times and numbers of failures collected during 
operation were used. These data were then processed 
into commonly known reliability indicators, such as 
MTBF or failure stream. This means that the adopted 
values of probabilities and consequences are charac-
teristic of the considered population of machines and 
devices, and for other populations, they may have 
completely different values. In this way, it was possi-
ble to eliminate the subjectivism of risk assessment 
and analysis.

Conclusions

The perception of maintenance tasks evolved 
over time from a purely technical role, focused on 
strict maintenance and repair activities, through pre-
ventive and prognostic concepts to proactive, and 
even intended to be an element of sustainable devel-
opment. By analogy with the concept INDUSTRY 
4.0, MAINTENACE 4.0 comes into use as a technical, 
technological and even social equivalent. As a result, 
maintenance as an interdisciplinary field needs 
appropriate methods and tools that will allow it to 
achieve its goals effectively and efficiently.

A characteristic feature of traditional, classic 
tools used in quality management and process 
improvement (such as the Pareto analysis or the 
Ishikawa diagram) is their simplicity, efficiency and 
practically no cost. They allow the identification of 
qualitative and sometimes also quantitative relation-
ships between various factors in the production pro-

cess. Thanks to the use of these methods, it is possible 
to make decisions that will optimise the use of 
resources, change the methods of operation and 
organisation of work, and although they do not create 
technical or technological progress themselves, they 
can make a significant contribution. It can be con-
cluded that these tools are mainly applicable to the 
economic and organisational aspects of maintenance, 
but they can also identify strictly technical needs, 
such as creating models for more effective mainte-
nance planning. The article shows how the use of 
various tools, such as the Pareto analysis, two-criteria 
Pareto analysis, risk analysis with the use of reliability 
indicators to estimate the probability of failures and 
their effects, allows identifying those pieces of equip-
ment whose failures are of key importance for the 
effectiveness of the production process. It has been 
shown that the most “restrictive” tool that directs the 
activities of maintenance services is the risk analysis, 
which uses operational data that is easy to obtain, i.e., 
the number of failures and the time required for their 
removal. It has also been shown that the way of col-
lecting and classifying the collected data is important. 
Information about the operation of each separate 
piece should be collected rather than the whole group 
of pieces operated as one as it may lead to the “blur-
ring” of the problem, which may be important for an 
enterprise. Naturally, such methods and tools will not 
make it possible to improve the technical aspect of 
the maintenance activities related to the prediction 
and elimination of the effects of various types of wear 
and fatigue processes taking place in the operated 
technical facilities. New equipment and methods will 
be required in such a case, resulting from technologi-
cal progress and scientific research.
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Introduction

In Malaysia, small and medium-sized enterprises 
(SMEs) include firms with sales turnover below RM 
50 million or the number of full-time employees 
below 200 (SME Corp. Malaysia, 2020). Manufactur-

ing SMEs always faced challenges in business sustain-
ability and productivity as well as cost issues. Lean 
manufacturing (LM) is an effective management sys-
tem which can help enterprises to create value-added 
activities and eliminate unnecessary waste (Achanga 
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et al., 2006; Driouach et al., 2019; Womack et al., 
1990). The LM system contributes to operational 
excellence and improves the quality services (Dri-
ouach et al., 2019; Liker, 2004; Shah & Ward, 2002; 
Ulewicz & Kucęba, 2016; Womack et al., 1990; Yahya 
et al., 2019). Despite its prevalence in large enterprises 
(Shah & Ward, 2002), several surveys showed incon-
sistent adoption across industries and countries (Abu 
et al., 2019; Khusaini et al., 2014; Nordin et al., 2013; 
Shah & Hussain, 2016). Many SMEs either have not 
adopted LM (Achanga et al., 2006) or still struggle to 
introduce LM into their processes (Driouach et al., 
2019). Malaysian sectors manufacturing machinery 
and equipment (M&E) are classified into four major 
sub-sectors (Malaysian Investment Development 
Authority (MIDA), 2019): 
• Specialised process machinery or equipment for 

a specific industry;
• Metalworking machinery;
• Power generating machinery and equipment;
• General industrial machinery & equipment, 

components, and parts.
M&E sectors in Malaysia have shown a tremen-

dous contribution to the total export of RM 40.5 bil-
lion in the year 2018 and has seen a dramatic rise over 
the past five years. They are expecting to grow at an 
average annual growth rate of 4.1 per cent to reach 
RM 43 billion in 2020 (MIDA, 2019). However, the 
existing literature on LM adoption for M&E in 
Malaysia only amounts to 2.3%, which is very little as 
compared to the automotive industry with 37.1% 
(Osman et al., 2020). Therefore, this study aimed to 
explore the predominant critical success factors 
(CSFs) of LM in M&E manufacturing SMEs. Many 
CSFs, which had been discussed in the previous lit-
erature, are generic for all types of organisations. 
Nevertheless, they may exert different degrees of 
impact on SMEs depending on the company and 
industry. Therefore, proper identification of predomi-
nant CSFs is essential to increase the chance of suc-
cess in LM adoption for SMEs. This study will help 
the management or lean practitioners of M&E manu-
facturing SMEs to prioritise predominant CSFs so 
that the lean committee can work on the suitable 
improvement strategy to move forward and become 
more sustainable in lean manufacturing. It will be 
beneficial for SMEs aiming to sustain business, profit-
ability, and growth. 

This paper has six sections: the first section intro-
duces the LM adoption in M&E manufacturing SMEs 
and presents the problem statement. The second sec-
tion discusses a structured literature review on LM 

and CSFs for the implementation of LM in SMEs. The 
research methodology and description of the com-
pany profiles are presented in the third section. The 
fourth section contains the data analysis, which is 
followed by a discussion of the results in the fifth sec-
tion. Finally, the last section states the conclusions, 
implications, and recommendations for future 
research efforts.

1. Literature review

LM originated in Toyota Production System 
(Ohno, 1988) and was later popularised by Womack 
et al. (1990) in their book “The Machine That 
Changed the World”. The essence of the concept is to 
eliminate non-value-added activities, generally 
referred to as waste. Ohno (1988) derived seven 
forms of wastes, which are overproduction, waiting, 
transportation, excess processing, inventories, 
motion, and defects. According to Liker (2004), three 
primary sources of wastes in production are Muda 
(waste), Mura (unevenness), and Muri (overburden). 
Womack & Jones (2003) proposed five underpinning 
lean principles. They start with identifying the value 
from the voice of the customer and mapping the 
value stream which specifies the process creating the 
value; the process should run in a continuous flow to 
deliver a quality product just in time to the customer; 
a pull system is used to prevent any overproduction 
and, finally, the system must be continuously 
improved in the pursuit of perfection. It is essential to 
understand these principles well before starting to 
implement LM (Bakar et al., 2017; Wong & Wong, 
2011a, Wielki & Kozioł, 2018). The most substantial 
challenge encountered by SMEs is to know which 
principles, tools and practices to implement and how 
to apply them effectively (Belhadi et al., 2016). People 
are a critical factor in LM, and having adopted the 
right approach of “think lean” and “act lean”, they 
form the essential three constructs that support the 
LM implementation (Wong & Wong, 2011a). Toyota 
Production System had strongly emphasised the 
principle of “respect for people” as an essential ele-
ment for organisations when embarking on an LM 
programme (Liker, 2004).

CSFs are defined as the limited number of areas 
in which satisfactory results ensure successful com-
petitive performance (Griffin, 1995). The structured 
literature review intends to study CSFs for the LM 
implementation in SMEs. The materials dated 2016–
2019 were searched and adopted from online knowl-
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edge database sources, such as Google Scholar, 
Science Direct, ResearchGate, Scopus and Emerald. 
The main keywords used to search the study area 
included: “lean manufacturing”, “lean”, “critical suc-
cess factors”, “SMEs”, and “implementation”. The 
papers were examined and sorted to ensure the con-
tents matched the research topic. Other irrelevant 
papers, such as “lean six sigma”, were filtered out, 
leaving only those that discussed “lean” or “lean 
manufacturing” topics. As a result, 17 journal articles 
focused explicitly on SMEs were selected. The LM 
implementation would move progressively with a 
strong knowledge of lean philosophy and lean tools 
(Almanei et al., 2017). Management knowledge is 
extremely significant in the LM implementation for 
SMEs (Pearce et al., 2018), as strong management 
knowledge can buy-in the lean project idea confi-
dently and strengthen the knowledge gaps for their 
employees to foster lean implementation. Jani & 
Desai (2016) concluded that management commit-
ment towards the lean concept was essential to ensure 

that a project or activity achieved management objec-
tives with the right direction of business growth. 
According to some authors, the LM implementation 
always faces minor support from the top manage-
ment, resistance to change by the middle manage-
ment, and weak or non-qualified lean training 
programmes (Viagi et al., 2017). Every management 
level in SMEs is playing an essential role in connect-
ing each other with great teamwork to encourage 
employee involvement in the lean project. Experi-
enced employees with lean expertise can become the 
driver for the LM implementation and produce sus-
tainable lean results. The criticality of success factors 
is progression-dependent and needs a more dynamic 
model of lean implementation (Knol et al., 2018). 
Prioritisation of the sequence order of these factors 
during every different stage of the LM implementa-
tion can increase the chances of success. The intro-
duction of the lean through the change in 
organisational culture is critical, and SME owners or 
managers need to make sure that this is a part of 

Tab. 1. CSFs for the LM implementation in SMEs 

CSFs for the LM implementation in SMEs a b c d e f g h i j k l m n o p q

Lean knowledge and experiences of the managers x x x x

Leadership and commitment of the top management x x x x x x x x x x x x x x x x x

Resource capability (financial, time, workforce) x x x x x x x x x x x x x x

Change in the organisational culture x x x x x x x x x x x x x x x

Understanding of lean tools and knowledge x x x x x x x x x x x x x x x

Employee involvement, empowerment, and motivation x x x x x x x x x x x x x x x x

External support from consultants x x x x x x x

Training, education, and skills x x x x x x x x x x x x x x x x x

Effective communication x x x x x x x x x

Customer focus x x x x x x x x

LM implementation strategy plan, goal and vision x x x x x x x x x x x x x x x x

Performance management system x x x x x x x

Technology resource x x x x

Government intervention x x x

Supplier management x x x x x x x x

Project management and planning x x x x x x
 

Note: A (Almanei et al., 2017); B (Pearce et al., 2018); C (Viagi et al., 2017); D (Knol et al., 2018); E (Alkhoraif et al., 2019); F (Belhadi et al., 2019); G (Pereira 
& Tortorella, 2018); H (Driouach et al., 2019); I (Belhadi et al., 2018b); J (Nyoni & Bonga, 2018); K (Grigg et al., 2018); L (Belhadi et al., 2017); M (Jani & Desai, 
2016); N (Elkhairi et al., 2019); O (Siegel et al., 2019); P (Sahoo, 2018); Q (Belhadi et al., 2018a)



80

Volume 12 • Issue 4 • 2020
Engineering Management in Production and Services

critical considerations in the lean transformation 
strategy (Alkhoraif et al., 2019). The change in 
organisational culture must have a reasonable time-
line to deal with the resistance among employees and 
to provide them with more chances to get familiar 
with the changes that occur in the lean transition 
period. 

Belhadi et al. (2019) prioritised CSFs using the 
analytical hierarchy process (AHP) method and 
showed that the “policy, leadership and management” 
category was the most significant for SMEs in the LM 
implementation. Sahoo (2018) revealed that the 
alignment to strategy and long-term planning was 
the most critical factor in determining a successful 
lean project. Therefore, the management shall dem-
onstrate their strong leadership commitment by 
establishing the lean policy and overall LM imple-
mentation strategy framework direction for other 
employees to meet the objectives. The CSFs, barriers 
and lean tools or practices of the processes should be 
integrated into the LM implementation framework in 
SMEs (Driouach et al., 2019; Pereira & Tortorella, 
2018). The Sustainable Lean Iceberg Model was used 
to present the vitality of “strategy and alignment”, 
“leadership” and “behaviour and engagement” (Grigg 
et al., 2018). This clearly showed that the sustainabil-
ity of the LM implementation in SMEs mainly 
depended on the top management leadership com-
mitment as well as the LM implementation strategy 
direction which aligns with the company goal, and 
the employee attitude and involvement. Employee 
engagement and the understanding of lean tools and 
skills can be enhanced through the provision of 
intensive training. Excellent communication is vital 
for lean practices because improvements always 
require active two-way interaction among colleagues, 
especially when focusing on shop-floor activities 
(Knol et al., 2018). The lean consultant with a superb 
knowledge of the subject can avoid confusion in the 
LM implementation (Almanei et al., 2017). Siegel et 
al. (2019) stated that employee involvement, manage-
ment commitment, and measurement and metrics 
are the essential factors for the success of Green-Lean 
implementation. The CSFs from the discussed articles 
(Table 1) show that by employing these factors in the 
LM implementation journey, SMEs could move pro-
gressively towards the success of the lean transforma-
tion. Symbol “x” indicates that the CSFs were included 
in the article’s content. The predominant CSFs that 
are important for the LM implementation in SMEs 
(Table 1) were identified, i.e., leadership and commit-
ment of the top management, employee involvement 

and empowerment, lean training and education for 
employees to acquire the specific skillset, and the 
development of LM implementation framework. 
These top four predominant CSFs were selected for 
further investigation in the studied case of M&E 
manufacturing SMEs.

2. Research method

Only the M&E companies that corresponded to 
definitions of the Malaysian manufacturing SMEs 
were eligible for this study. This research was con-
ducted by using a multi-case study to analyse the 
selected companies expressing the high interest and 
willingness to participate. The method of multiple 
case studies could be used for a good comparison of 
the common similarity and main differences among 
the M&E manufacturing SMEs on their LM imple-
mentation perspectives and experiences (Creswell, 
2014). The general profile of the analysed companies 
is shown in Table 2. The three analysed companies 
from the targeted M&E sub-sectors were chosen 
using the purposive sampling method, as they could 
provide the information required to achieve the study 
objective. All companies were operational for more 
than ten years with different degrees of the LM imple-
mentation. 

The percentage of research methods used to 
investigate the LM implementation in SMEs by Alk-
horaif et al. (2019) showed that multiple case studies 
and mixed-methods only consisted of 11% and 7%, 
respectively, as compared to the single case study 
(34%) and survey (30%). Osman et al. (2020) pre-
sented that most literature on LM research in Malay-
sia were empirical articles, mostly with survey studies 
(42%) as compared to mixed methods (2%). There-
fore, convergent parallel mixed-methods (qualitative 
and quantitative) research was employed in the case 
of the three M&E companies to provide a compre-
hensive analysis of the research problems and increase 
the accuracy of the results. The qualitative study was 
carried out by using the semi-structured open-ended 
interview. Ainul Azyan et al. (2017) developed the 
interview questionnaires to identify success factors 
and barriers faced in implementing lean in the print-
ing industry. The respondents in the case study were 
asked about their barriers faced in the LM implemen-
tation and CSFs in a structured manner. The interview 
questionnaires were revised and adapted from Ainul 
Azyan et al. (2017) to match the purpose of this study. 
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The interview questionnaires were divided into two 
sections: 
• the general company background and the 

respondent’s profile; 
• the predominant lean CSFs and barriers.

All companies were notified at least three weeks 
in advance before the visit. The interview protocol 
was emailed to them for reference preparation. Prior 
to interviews, the questionnaires were verified by two 
local university lecturers who are experts in the best 
practice of LM and manufacturing. This was done to 
confirm that the SME respondents would understand 
the meaning of the questions and ensure the reliabil-
ity of the obtained results. Each analysed company 
was represented by three employees (Table 3) selected 
from the management level to participate in the face-
to-face interview in their premises. This was done to 
ensure the insight could be more comprehensive and 
generalise from different levels of the organisations. 

Each interview session was conducted within 
one to two hours on different days due to a tight 
schedule and completed in around 3.5 months. The 
respondents were initially briefed about the interview 
protocol and were also provided with a copy of the 
questionnaire for reference. The interviews were 
audio-recorded and transcribed during data collec-
tion for analysis with the permission of the respond-
ents. A total of 40 targeted case respondents were 
chosen to answer the quantitative survey from execu-

tive-level staff in the first visit. In the survey question-
naires, there were a total of four closed-ended 5-point 
Likert questions. The respondents were asked to rate 
answers to the questions (variables) by measuring 
their agreement using values ranging between 1 (low-
est) and 5 (highest). Additionally, the manufacturing 
process on the production floor was observed. Site 
plant tours were also arranged for verification of 
responses from respondents as well as for the overall 
picture of the work environment and operation sys-
tems.

3. Research results

Company A has been mainly producing rubber 
machinery since 1990. It provides the design and 
installation of natural rubber processing machinery 
according to customer needs, primarily focusing on 
automation. This has dramatically reduced labour 
demand and improved productivity. Basic 5S and 
visual display have been implemented in the com-
pany, but the result was considered far from the 
expectation. Middle management responded that the 
shop floor operators were not familiar with the LM 
philosophy and did not possess the relevant know-
how and skills to execute the lean application. For 
example, the production line leader and shop floor 
employees still did not know how to initiate the lean 

Tab. 2. Profile information of companies included in the study

Company name A B C

Establishment year 1990 2006 1997 

Company ownership Family own Joint venture Joint venture

No. of full-time employees 32 60 40

Year sales turnover (RM) Within a range of 5–10 million Within a range of 5–10 million Within a range of 10–15 million

Main products Rubbery machinery Surface treatment Industrial wires

Certifications/achievements Achieved SMEs SCORE 4 star 
(2019)

ISO 9001:2015; AS9001; NAD-
CAP; SME Award 2015 ISO 9001:2015; ISO 14001:2015

No. of years of the LM imple-
mentation ≈3 years ≈7 years ≈15 years 

Production type High mix low volume High mix low volume Low mix high volume

Type of an M&E sub-sector General industrial M&E parts Specialised process in M&E ag-
riculture

Specialised process in M&E 
aerospace 

Tab. 3. Designation and management level of interviewed respondents 

Company/respondents A B C

Senior management Senior engineering manager Senior factory manager General manager

Middle management Research & development man-
ager

Planner Business manager 

Lower management Finance executive Quality engineer Quality executive
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implementation, project selection, who was the pri-
mary responsible person to be involved and so on. 
The lower management revealed that there was no 
regular daily production meeting conducted which 
consisted of the management level staff and shop 
floor employees to discuss the problems faced during 
the LM implementation and communicate their 
opinions for solutions. There was a lack of lean strate-
gic planning and policy enforcement from the senior 
management level in overseeing the LM implementa-
tion. The critical challenges faced by the company 
during the 5S programme implementation came 
from the employee attitude and the lack of a lean 
mindset from the middle management’s perspective. 
The shop floor employees mainly intended to com-
plete the work within the scope of their responsibility, 
therefore neglecting the LM implementation. Resist-
ance to change by employees caused the lean initiative 
to fail prematurely. Middle management revealed 
that the lack of employee motivation and self-initia-
tive to involve in the lean project entailed inconsistent 
results. For instance, the production technicians were 
still unable to perform their job satisfactorily if the 
intention of LM was ignored. Lean projects were 
deployed ad-hoc by taking short-term measures 
whenever production problem emerged and always 
caught into the fire-fighting mode. This often inad-
vertently led to the creation of other wastes. For 
example, 5S was implemented since 2018 in the 
equipment store, which resulted in the significant 
waiting time during operation by maintenance 
employees rummaging for tools. However, continu-
ous improvement mechanisms and leader standard 
work were not in place to regulate the 5S system. 
Most of the shop floor employees practised the basic 
5S, especially in the first 3S: Sort, Set in Order and 
Shine without a deep understanding of the lean con-
cept purposes. The most important of the last “2S” in 
5S — Standardise and Sustain — were not adequately 
followed up with consistent execution during the lean 
implementation due to the lack of persistent and low 
commitment to seek continuous improvement. Sen-
ior management highlighted that there was an urgent 
need to have the systematic LM implementation 
strategy framework in-place and initiate formal 
intensive 5S training to involve all the employees. 
Only very few job training sessions were related to 
LM previously; therefore, senior management feed-
back that lean training was vital to upgrade the 
employee knowledge towards the build-up of the lean 
thinking mindset and application in the workplace. 
LM projects are usually initiated using the top-down 

approach from senior management. Middle manage-
ment leads the lean project as assigned, and then 
lower management works with the shop floor 
employees in execution parts based on the given 
instructions. There is no specific step-by-step process 
framework planning to follow for the lean project 
implementation. There is no synchronisation in the 
common objectives between the management and 
the shop floor employees, and this caused the lean 
results to end up not able to meet the expected out-
comes. While the LM implementation was sparse in 
the company A, the top management hoped the con-
cept could bring positive transformation to produc-
tivity, working culture and skill competency. The 
company strategy clearly outlined the plan to 
strengthen the lean foundation, followed by the 
incorporation of automation. 

Company B is a total solution with a full-service 
custom metal finishing company with many years of 
experience in the surface treatment industry. The 
company specialises in surface finishing for alumin-
ium and anodising of aluminium alloys and other 
ferrous or non-ferrous electroplating. It owns a land 
plot of 72 000 square feet with a wide range of process 
capabilities for various industries, including the aero-
space sector. The operating level staff, mostly fresh to 
the lean concept, naturally required more time to 
acquire the knowledge. The implemented lean tools 
include kaizen, Gemba, one-point lesson (OPL), 5S, 
visual control, standard operation procedure (SOP), 
and statistical process control (SPC). Company  
B started LM on a small scale and gradually expanded 
the proven practice across the plant. Top manage-
ment showed excellent leadership by introducing 
many new LM ideas sourced from external parties, 
such as competitors and customers. The factory man-
ager oversaw the entire LM implementation, and the 
LM project was led by the respective managerial level 
staff with cross-functional team collaboration 
between each relevant department. The lean project 
management included planning the required timeline 
and resources for implementation. The company  
B would typically use the current resources in LM 
implementation unless the lean project was justifiable 
for the return of investment (ROI), and this was also 
subject to the approval of the top management. It 
actively identified the opportunity for improvement 
through the lean foundation established many years 
ago. For example, the SPC was implemented in 2014, 
which was incorporated with the process automation 
at the in-house testing laboratory to monitor the 
chemical process mixture and concentration-related 
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parameters. Besides, shop floor operators also moni-
tored the trend performance of daily critical process 
yields using the online SPC chart, and the technician 
performed troubleshooting whenever the machine 
detected any abnormality. The top management 
reviewed the progress of lean projects and discussed 
the next stage of action. The top management was 
always open to employees for discussion, and any 
good suggestions or ideas were appreciated. The mid-
dle management highlighted that the employees were 
practising the new knowledge by applying it in their 
work independently, following the step-by-step guid-
ance from experienced senior staff. Job rotation was 
applied as an opportunity to improve the lean knowl-
edge skills of employees and to ensure their self-
development. High involvement of employees and 
the achieved results in the LM implementation 
improvement projects were also related to the assess-
ment criterion of key performance indicators. The 
latest challenges faced by the company were lean 
sustainability and transformation at the juncture of 
Industrial Revolution 4.0 and smart manufacturing. 
They looked for highly skilled employees with ade-
quate lean knowledge to manage advanced manufac-
turing technology and machine digitisation. Barriers 
faced by the management were human-related, by 
and large. Low-level shop floor staff resisted lean 
practices and often made avoidable mistakes. Com-
prehensive lean training and coaching programs in 
OPL and SOP were conducted periodically by inter-
nal trainers. Besides, lean projects and employee 
contributions were monitored closely. The manage-
ment demonstrated its commitment by regularly 
reviewing lean status and clarified strategy of execu-
tion to employees. The prevalence of LM in the 
organisation was mostly constrained to certain pro-
duction areas. LM was driven by organisational key 
performance indicators (KPI), assessed through 
quantifiable data. 

Company C was established in the year 1997 to 
manufacture industrial wire. It has a good set up of 
M&E, which provides the advantage of producing the 
wire as specified by the customers with a different 
type of imported machines. Company C exports the 
wire to more than ten countries in the world with  
a guarantee for the quality, quantity, and the service. 
The lower management highlighted that lean knowl-
edge of the shop floor operators was relatively shallow 
during the recruitment as most of them were foreign-
ers with language barriers and diverse educational 
backgrounds. The higher-level operational staff, such 
as executives, also lacked a more in-depth lean con-

cept to complete their jobs effectively. For example, 
the engineers faced difficulties in specifying the value 
stream of the wire winding process mapping to create 
a smooth flow. Each employee had strengths in their 
field of expertise but no lean-specific knowledge. The 
right selection of lean tools is essential for problem-
solving and the cost of quality improvement. Lean 
tools and practices adopted by the company were 
kaizen, Gemba, 5S, visual display, SOP and work 
instruction as part of their ISO management system 
requirements. Company C started the LM implemen-
tation in 2004, in tandem with their pursuit of certifi-
cation for the ISO 9001 quality management system. 
The defect of products was the primary form of wastes 
to influence the lean project selection. Major defec-
tive products, such as rejects due to wire entangle-
ment, would be returned to the company by the 
customer for sorting and rework, and this caused 
considerable productivity loss and cost of quality. The 
company lacked experienced lean personnel to train 
the workers internally in lean-related skills. The 
training was conducted in response to the critical 
quality issues on hand, with an emphasis on lean 
awareness and preventive measures. Internal meet-
ings were called to discuss the non-conformance 
issues and brainstorm for practical solutions. The 
supervisor communicated the steps-by-steps guid-
ance to the relevant operators by following the SOP 
documents with practical demonstration until there 
was clear understanding. The SOP was in place to 
ensure the prescribed steps were followed during 
operation. The senior management showed excellent 
leadership by allocating the necessary resources, such 
as finance, time, workforce, and facility for the LM 
implementation. The LM implementation was led by 
middle management with the relevant executive staff 
to monitor the implemented system. A lean commit-
tee was formed to plan the LM implementation and 
assess the risks before seeking the approval of the top 
management to release. The lean status was reviewed 
by the senior management as a key decision-maker to 
make the final call, and the approved procedures were 
documented. Despite promising results in the lean 
implementation, standardisations of the lean man-
agement system were limited. Some shop floor 
employees thought that lean was not needed for 
them, and they did not pay much attention to lean 
due to the tight production schedule. Employees were 
likely to revert to old habits due to the lack of motiva-
tion, resulting in an eventual setback of the initiative. 
The top management addressed the challenge by 
sustaining the LM working culture. Shop floor 
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employees needed to be continuously reminded of 
performing the work following the SOP properly and 
creating lean initiatives to resolve problems. The mid-
dle management underlined the importance for 
managers to lead by example in the LM implementa-
tion aiming to cultivate teamwork and positive 
change in the working culture. The senior manage-
ment believed that the encouragement, motivation, 
performance review with rewards, training and com-
munication could improve employee capability to 
perform their jobs. The senior management also 
underlined the integration of the lean management 
system into daily work to effectively deal with pro-
duction problems and add value to customers. Aim-
ing to gauge the success of the LM implementation, 
CSFs highly depend on strong employee teamwork 
and high involvement, integration of a lean thinking 
mindset into the working environment as well as fol-
lowing the SOP aligned with the system requirement 
and outline of the LM implementation framework. 
The management team was very committed to 
achieving lean success through workforce skill trans-
formation in alignment with the company strategy to 
get customer recognition. As quoted from senior 
management: “Lean is the backbone for the company, 
which must always underlie and be in line with the 
daily jobs in the business management”.

The hypothesis testing was undertaken to deter-
mine whether the outcomes of these four predomi-
nant CSFs from the literature review were essential in 
contributing to the implementation of LM for the 
analysed SMEs.

Null hypothesis: There are no significant differ-
ences for CSFs on the importance level in the LM 
implementation.

Research hypothesis: There are significant differ-
ences of CSFs on the importance level in the LM 
implementation.

Conducting the Kruskal–Wallis test on inde-
pendent samples, the tested significance level was at 
0.589, which is more than the chosen p-value at 0.05. 
Therefore, the null hypothesis was retained, and the 
result showed that there were no significant differ-
ences for all four CSFs on the critical level in the LM 
implementation. The distribution of the significance 
level was the same across all categories of these fac-
tors. The mean ranked values showed that in the 
population where the sample was drawn, training 
(86.61) was the most important factor, followed by 
the leadership and commitment of the top manage-
ment (83.46). These findings were aligned, indicating 
that the commitment of the top management and 
employee involvement were crucial factors and, 
therefore, they must be embedded during lean imple-
mentation process steps (Belhadi et al., 2017; Jani  
& Desai, 2016). Meanwhile, the LM implementation 
framework development specifically designed for 
SMEs, and employee involvement and empowerment 
had comparable scores with means between 76.49 
and 75.44, respectively. In short, all these four identi-
fied predominant CSFs showed the importance and 
had a significant impact on lean adoption in SMEs, as 
shown in Fig. 1.

 

 
Fig. 1. Kruskal–Wallis test for predominant CSFs on importance of the LM implementation 
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4. Discussion of the results

Soft lean practices (human-related aspects) are 
essential to SMEs (Mamat et al., 2015) and they 
encompass human resource management, employee 
motivation, lean training, ethics and professionalism 
(Abu et al., 2019; Antosz & Stadnicka, 2017; Nordin 
et al., 2013). Even with an adequate provision of 
training, SMEs were often unable to deliver the result 
in LM fully. Staff must practise the learned skills on 
time, to reinforce and enhance their understanding of 
LM as a part of a knowledge retention strategy. SMEs 
find themselves overambitious to embrace lean prin-
ciples all at once (Grigg et al., 2018; Rose et al., 2017). 
Employees appreciate lean practice more when it is 
linked to their daily tasks and convincingly make 
them easier. The studied SMEs emphasised the criti-
cal defect waste of the product as one of the major 
focus areas in lean project prioritisation. SMEs have  
a high concern that a customer complaint regarding 
rejected products that do not meet the requirements 
would directly affect customer satisfaction and cause 
long-term business market loss. Returned defective 
products require rework or end up as scrap, increas-
ing the cost of quality and impacting the production 
efficiency. SMEs could not afford to have significant 
financial losses. LM was not widespread but rather 
restricted to specific areas of the company. The phe-
nomenon was typical to SMEs having a more imme-
diate concern with the constraint of the resource. 

Ultimately, sustaining LM aims to realise the lean 
culture in the organisation (Caldera et al., 2019). Rose 
et al. (2013) showed the prevalence of 5S, standardi-
sation and kaizen among SMEs operating in the 
Malaysian industry of automotive components. Simi-
lar undertakings were observed in these case studies. 
Kaizen has been implemented as the team-based col-
lective initiative and strategic management towards 
the incremental improvement in the critical manu-
facturing processes of the SMEs. Simple visual man-
agement tools, such as display board and signboard, 
were used as an effective communication tool to 
convey quick and clear messages to the employees 
SMEs. The management staff of analysed SMEs were 
willing to have Gemba walk with the employees to 
have a first-hand understanding of the real issues 
occurring on the production floor and immediately 
discuss the next action plans to solve the problems. 
This was aligned with the SME characteristics, in 
which the simple system structure allowed faster 
communication and facilitated quick decision-mak-

ing in the LM implementation process (Yusof  
& Aspinwall, 2000). SMEs preferred lean practices 
with the least financial investment and fundamental 
to LM (Rose et al., 2011). However, many small firms 
lack knowledge regarding lean methods (Matt  
& Rauch, 2013). For example, the analysed SMEs 
perceived that lean practices were applied in the 
organisations, but they were still unfamiliar with the 
actual lean terminology and lean principles. This 
conclusion aligns with the findings by Ulewicz  
& Kucęba (2016), who stated that a major challenge 
was the lack of knowledge of the techniques and tools 
used in lean. The intermediate or advanced lean tools, 
such as small lot sizes, continuous flow, value stream 
mapping and so on, which are already used by large 
companies, are still ineffectively introduced into the 
SME production systems. No specific framework or 
roadmap exists to guide the analysed companies in 
the LM implementation. They implement lean tools 
using different methodologies and unsystematically. 
Regardless of the perceived level of understanding in 
LM, SMEs often failed to demonstrate the concept 
during actual implementation (Kherbach et al., 2019). 
Wong & Wong (2011b) stressed the prerequisite for 
an organisation to have its staff adequately immersed 
in lean thinking and acting to succeed in the lean 
initiative. Shop floor employees should always trans-
fer lean knowledge into the know-how practice (“act 
lean”). The primary barrier to lean adoption is the 
worker attitude or their resistance to change (Chan et 
al., 2019). An employee should have a positive atti-
tude towards the adoption of LM, in addition to the 
nurtured desire for a continuous improvement. The 
case studies of SMEs explored the perception of the 
determinant CSFs from the interviewee’s perspective 
(Table 4). The rank order was determined based on 
how many times a critical success factor was referred 
to during the interview sessions and highly stressed 
by the interviewees. The categorisation of each level 
was indicated as H — High, M — Medium, and L — 
Low.

The leadership and commitment of the top man-
agement are pivotal in LM (Gandhi et al., 2018), as 
well as training and encouragement of employees. 
The top management supports a lean management 
system, restructures organisation accordingly, sets 
the strategic direction, and communicates the lean 
policy effectively to all employees. The top manage-
ment must lead by example and render unwavering 
support (and resource allocation) to lean initiatives. 
The top management should act as a “change agent” 
in the company and convince others of the lean ben-
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efits. It is essential for companies to identify a moti-
vated “change agent” who can serve as a catalyst for 
change (Dora et al., 2016). This includes empowering 
employees by giving them responsibility for the LM 
implementation. All respondents of the analysed 
companies were in high agreement that the leader-
ship and commitment of the top management were 
the primary determinants for the success of the LM 
implementation in their companies. To quote the 
quality executive from company C: “The top manage-
ment will provide the strategic direction, advise and 
resource commitment (including financial support 
for training and facilities) to staff in the LM imple-
mentation”.

The voice of customers was emphasised by the 
analysed companies as critical. It is the key determi-
nant of the business market growth, which places it in 
the centre of attention. Indeed, LM aims to create 
value-added products or services for customers that 
they are willing to pay for. In contrast, this finding is 
opposite to the conclusion by Belhadi et al. (2019), 
who started the priority list with the lowest critical 
success factor “market, customers and suppliers”. One 
of the advantages of SMEs is their better understand-
ing of customer needs and the ability to respond 
quickly to immediate customer feedback (Yusof  
& Aspinwall, 2000). York & Danes (2014) presented  
a review of the customer development model for 
entrepreneurial activities to improve decision-mak-
ing within the lean startup for new product develop-
ment. According to the business marketing manager 

Tab. 4. SME perception of the determinant CSFs

Company name/SME perception of the determinant CSFs A B C

Lean knowledge and experiences of the managers L M M

Leadership and commitment of the top management H H H

Resource capability (financial, time, workforce) H H H

Change in the organisational culture H H H

Understanding of lean tools, employee knowledge H H H

Employee involvement, empowerment H H H

External support from consultants L L L

Training, education and skills H H H

Effective communication M M H

Customer focus H H H

LM implementation strategy plan, goal, vision H H H

Performance management system L H M

Technology resource L M L

Government intervention H M M

Supplier management L M M

Project management and planning M M H

in company C: “The motivation of lean adoption is to 
satisfy the customer’s requirements and to get their 
recognition. It will be more advantageous for SMEs to 
survive in the global business market competition if 
SMEs are able to adopt the lean idea recommended or 
specially required by the customers. The customer’s 
valuable feedback at the early new product develop-
ment stage is essential for the continuous internal 
lean improvement in achieving the smooth run of the 
mass production later”.

Resource capabilities, such as finance, time and 
workforce, are instrumental for SMEs in the LM 
implementation. SMEs often face the capabilities of 
the resources due to cash flow issues and high operat-
ing costs. Therefore, SMEs should utilise the resources 
wisely and effectively, with the measurable return of 
investment. Financial inadequacy is a major chal-
lenge in lean adoption and affects the implementation 
of LM within SMEs (Achanga et al., 2006). For exam-
ple, neither of the three SMEs hire lean consultants to 
conducted training for the guided implementation 
due to the lack of urgency. SMEs focused on settling 
the major issues faced on the production shop floor 
first, which were already known to them before they 
need to consider hiring a consultant. A quality engi-
neer in company B said: “Due to the low workload 
and small capacity in SMEs compared with other 
large organisations, it is not justifiable to allocate the 
budget for hiring a lean consultant to be fully and 
only in-charge of the lean project”. The lack of low-
level operators is the constraint for SMEs due to high 
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overhead fees for foreign workers and the high turno-
ver rate for the contract workers. This hinders the 
progress of the LM implementation in SMEs due to 
the shortage of the workforce. Lean project planning 
is essential to avoid any disruption to the shop floor 
during the implementation, especially the time when 
SMEs need to meet the production deadline. As  
a senior factory manager from company B said: “We 
have to slow down the productivity and arranged 
extra workforce and overtime to ensure the shop 
floor employees can attend the lean training. Mean-
while, the company must plan wisely in annual 
budgeting to purchase the upgrade of automation 
equipment for the lean integrated system in SPC and 
so on, to optimise the labour force utilisation and 
improve productivity”. 

High-performing companies are those with  
a sustainable lean culture and proactive improvement 
(Achanga et al., 2006). SMEs should always promote 
communication with all levels of employees regard-
ing the critical need for early lean transformation. 
The drastic method is least preferred at the initial 
stage, as the employee resistance to change easily off-
sets any effort. Lean culture needs stimulation from 
the lean-minded leadership; therefore, companies 
should coach their leader at any level to support the 
lean culture (Azuan et al., 2017). One of the charac-
teristics for SMEs is the corporate mindset, which is 
conducive for new change initiatives and behaviour 
of employees as influenced by the owner or manager 
(Yusof & Aspinwall, 2000). SMEs can be relatively 
flexible in their operations compared to large compa-
nies (Majava & Ojanperä, 2017). Therefore, the top 
management of SMEs can adopt the flexibility in the 
lean change management system to motivate positive 
thinking among the employees and cultivate the high 
awareness towards the readiness for the lean imple-
mentation. The general manager from company  
C claimed that: “Flexible change management system 
should be more practically adapted to suit the need 
for organisational culture and the situational level to 
facilitate the lean transformation”.

Most SMEs employ people with relatively low 
skills and do not foster the ideology of skill enhance-
ment (Achanga et al., 2006). Language barriers faced, 
especially of foreign workers, can be solved via effec-
tive communication by using simple words transla-
tion and visual aid tools, such as videos to increase 
their understanding. Although most shop-floor staff 
members saw the lean benefits, there was still a gen-
eral lack of lean knowledge among them (Grigg et al., 
2018). For example, company A highlighted that it 

was hard to recruit qualified staff, as graduates of 
polytechnic schools were insufficiently competent to 
perform the hands-on lean tasks such as preventive 
maintenance. There is a visible gap between the skills 
acquired through formal learning in connection with 
the industrial applications. Small enterprises should 
work with the public and private associations on an 
integrated know-how transfer through cross-collabo-
ration such as training, further education, internship, 
consulting service and coaching to close the gaps 
(Matt & Rauch, 2013). Company C also engaged 
internship students and assigned them with some 
lean projects especially in machine utilisation during 
the industrial training period, as the management 
wanted to know the perspective of outsiders regard-
ing the possibility to expedite the improvement. The 
teamwork between the internship students and the 
shop floor employees in a small group can enhance 
their lean skills through the exchange of in-depth 
knowledge. Lean knowledge transfer in SMEs is sig-
nificant for ensuring the success of lean management 
implementation (Mohd Zahari, 2019). SMEs should 
train their employees to become experts on the lean 
subject matter and act as drivers to propagate lean 
knowledge to others within the organisation. The 
selected lean trainer should be certified in lean exper-
tise areas and use the opportunity to become a lean 
coordinator by expanding the knowledge. SMEs also 
optimise the training fund in tax rebates from gov-
ernment agencies, such as the Human Resources 
Development Fund (HRDM), to send their employ-
ees to external training courses. As a senior engineer-
ing manager from company A said: “The technical 
application knowledge in lean projects can be 
enhanced with the training grant support from the 
government sectors and through cross-collaboration 
with the higher learning institution in terms of 
knowledge exchange or sharing of lean experiences”. 
The lack of expertise observed in SMEs produces the 
main conflict with the LM management principles 
(Moeuf et al., 2016). Shop floor employees could 
build strong lean knowledge, including technical 
know-how through intensive training. A finance 
executive from company A mentioned that: “The 
majority of the production workers in the company 
are low-skilled and come from different industries. 
Extensive internal lean training is essential for 
upgrading their expertise to handle the job indepen-
dently”. The fundamental training on lean philosophy 
must be conducted to stimulate the lean awareness 
(“think lean”) of employees during the pre-imple-
mentation stage and make them practice the lean 
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principles through “act lean” in their workplaces. 
SMEs must be proactive in conducting the training 
which concentrates on early detection approaches 
and adopts preventive measures on the production 
quality issues. SMEs must develop a comprehensive 
lean training plan for staff which covers introduction 
courses during job orientation, training matrix, regu-
lar training program and a formal training assessment 
method. Employee training should be incorporated 
into promotion criteria.

The involvement of people is a crucial element in 
the LM implementation. However, some employees 
have a misunderstanding of the lean concept and 
think that lean is unnecessary for them. Thus, SMEs 
should convince their employees to believe that lean 
change is required, and it can improve their working 
aspects. Employees should be given enough lean 
concept training first at the initial stage before they 
practically apply the lean tools directly at their work-
places. Some employees have a negative perception 
that LM brings an extra burden to their current 
workload. The management should explain the 
objectives and advantages of lean to let the employees 
feel and view the dominant effect on lean. Lean 
involves teamwork support and responsible commit-
ment of employees towards the common goals. The 
lower management staff who are the connection 
bridge to the shop floor employees must buy-in the 
lean initiatives and promote the improvements to 
others. This fosters the acceptance and participation 
of shop floor employees in lean adoption. Roslin et al. 
(2019) suggested that an organisation could build 
trust and mutual interest to increase employee 
involvement and empowerment. A good start for lean 
implementation with excellent results can change the 
employee mindset and give the momentum to move 
forward. Lean is not about a quick fix to problems; it 
needs a desire for continuous improvement from 
employees. To quote a research & development man-
ager from company A: “One of the factors for the lack 
of shop floor employee involvement in lean is their 
lack of confidence in lean. Thus, the company is 
responsible for understanding employee concerns, 
motivating them to apply lean practices in their ini-
tiatives and acknowledging their efforts”.

There is no specific roadmap to implement lean 
as it needs to be matched with each organisation’s 
culture (Almanei et al., 2017). The critical drivers to 
enhance the LM adoption are the improvement of 
shop-floor management, quality management, and 
manufacturing strategy (Yadav et al., 2019). SMEs 
need to have a systematic LM implementation frame-

work planning first before actual implementation and 
ensure that a proper execution by shop-floor employ-
ees is managed carefully with right lean tools used to 
achieve the high quality of lean success at the end. 
The development of a useful LM implementation 
framework for SMEs can help them in standardising 
and sustaining the lean with high efficiencies in waste 
elimination. Shelleman & Shields (2014) provided an 
easily feasible and practical framework, by which 
SMEs can start designing a sustainable development 
plan to incorporate sustainability considerations. 
SMEs should explore the right methodology for the 
LM adoption to suit their business nature and match 
it with the SMEs characteristic features in terms of 
their strengths and weaknesses. To quote a planner 
from company B: “A good LM implementation 
framework can be used as guideline references for 
SMEs to plan and follow the important steps through 
the systematic working instructions formed, and it 
should be adaptable to suit a different company cul-
ture”.

Conclusions

There are some difficulties or barriers faced dur-
ing the implementation, especially human-related 
issues, such as the adoption of lean understanding 
knowledge for the enhancement of employee exper-
tise in lean skills, that need to be addressed seriously 
by the top management. Several predominant CSFs 
were identified, which impacted the LM implementa-
tion in the studied SMEs. M&E manufacturing SMEs 
must emphasise much on these CSFs during their 
lean implementation stages to increase the chances of 
success. The SME management teams have shown  
a commitment and high interest in the LM imple-
mentation in their organisation. M&E manufacturing 
SMEs firstly need to gain an exceptional understand-
ing of the lean philosophy culture and only then 
adapt the systematic methodology of the integrated 
lean management system to suit the company’s strate-
gic goals. A comprehensive understanding of these 
CSFs would help organisations who would like  
to apply lean principles (Kundu & Murali Manohar, 
2012). The level of success of the LM application is 
mainly dependent on strong support from the top 
management leadership and active involvement from 
all levels of employees in SMEs with those necessary 
lean resources provided, such as extensive training 
and effective LM framework planning. Lean imple-
mentation can be accomplished successfully and effi-
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ciently by manufacturing companies if they take 
commit and spend the necessary resources on the key 
CSFs (Nguyen & Chinh, 2017). In short, the study 
achieved the objectives, and the qualitative results (of 
the interview) were confirmed by the quantitative 
findings (of the survey) in this convergent parallel 
mixed-method research. 

This research has made three major contribu-
tions. First, it was probably the first to explore the 
details of CSFs, specifically in the M&E manufactur-
ing SMEs. It provides useful references for the LM 
implementation, which could provide the right direc-
tion for M&E manufacturing SMEs as practical 
guidelines in industrial application. Second, the in-
depth interviews and survey covered the holistic 
perspectives from the lower management to the sen-
ior management levels. This shows that the success of 
the LM implementation is highly dependent on the 
involvement and commitment of all stakeholders in 
the company. Third, most of the CSFs for SMEs were 
matched with findings of the literature review. This 
study was further extended to the importance of 
customer focus on business sustainability. This 
research was limited to the M&E manufacturing 
SMEs located in the Malacca state of Malaysia, which 
restricts the generalisation of the findings. Future 
research is recommended to explore the priority 
order or criticality levels of the identified predomi-
nant success factors in the LM implementation in 
other manufacturing sectors of different states with 
large sample size and including the shop floor 
employees to validate the findings.
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A B S T R A C T
The article aims to provide a theoretical basis for the assessment of the institutional 
impact on oil production. The availability of fuel is the key driver of the functioning 
national economy, which determines the strategic and tactical landmarks of socio-
economic development and vectors of the country’s foreign economic course. Such 
tendencies are represented in the results of the provided correlation analysis of the 
fluctuation between oil-production volumes and greenhouse gas emissions, the use of 
alternative energy sources, the number of patents for oil production, and 
unemployment. The provided bibliometric analysis, which was made using VOSviewer, 
has shown the content of interconnections between the categories of oil production 
and institutional determinants. The authors hypothesised that changes in the 
institutional environment and their interconnectedness formed a chain “oil production 
and oil rents → the level of corruption → the efficiency of public governance”. The 
hypothesis was confirmed by constructing a system of dynamic models and using the 
Generalised Method of Moments. The calculations confirmed that oil rents were 
associated with corruption and were a direct threat to the stability of public institutions. 
An increasing level of corruption was associated with an increase in the level of rent 
payments and occurred only when the quality of democratic institutions was below 
the threshold level. The current level of efficiency in public administration did not have 
a significant impact on national oil production. Of all indicators, only the level of 
political stability had a statistically significant impact on oil production. The identified 
interconnections provide the basis for creating an efficient state policy aimed at 
effectively functioning state institutions, which promote the development of the oil 
industry, and the reduction of the country’s energy dependence as well as strengthen 
the resilience of the national economy.
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Introduction

The level of development of the national economy 
determines the strategic and tactical guidelines for 
the socio-economic policy of countries, regions, and 
global organisations. In turn, the economic, social 

and environmental development depends on many 
factors, causes and prerequisites. 

One of the most critical factors in determining 
the content of policies is the availability of raw mate-
rials and fuel. The contemporary technologically 
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advanced society consumes enormous amounts of 
energy, which, in turn, raised considerable interest in 
energy sources. In the structure of global fuel con-
sumption, oil occupies the first place with about 30%, 
and it is projected to maintain this figure for many 
years to come (Yevdokimov et al., 2018; Naser, 2019; 
Miśkiewicz, 2018). Gas and coal lack many useful 
properties of oil, such as ease of transportation or 
high heat of combustion (Miśkiewicz, 2020). Thus, 
having a significant place in the structure of the fuel 
and energy mix, oil deposits and the scale of oil pro-
duction are significant determinants, which largely 
define the content of processes in the economy of 
individual countries, regions and around the world 
(Dźwigoł, 2018).

It should be noted that theoretical and applied 
aspects related to the functioning of the oil industry 
are widely represented in scientific publications 
devoted to the study of the main determinants of the 
industry, the impact of political factors and interna-
tional oil cartels on the industry, and the analysis of 
conflicts in oil production. Also, scientists (Kuzior, 
2019; Dzwigol, 2020; Czyżewski, 2019) investigated 
the efficient development of state institutions, which 
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access to the subsoil; transparency; standardisation of 
information about resources; stakeholder inclusive-
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ness; systematic approach and complexity; ecological 
and socio-economic efficiency; consecution; account-
ability; prevention; adaptability and flexibility of 
public administration; and the focus on innovation.

The efficiency of the oil production industry is  
a category connected with the economic, political, 
institutional, ecologic and social components. How-
ever, the influence of institutional factors on the effi-
ciency of the oil industry is still insufficiently studied. 
So, Fig. 1 shows the results of a correlation analysis 
into the fluctuation of oil production volumes (for 
EU countries and the world) and greenhouse gas 
emissions, the use of alternative energy sources, the 
number of patents for oil production, and unemploy-
ment. The relevant trends are determined by distin-
guishing the cyclic time-series component by the 
Godrick–Prescott filter (1), which leads to the con-
clusion regarding a close correlation between oil 
extraction and socio-economic parameters of coun-
tries.
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For the EU countries and the global dimension, 
the correlation is close: 97% and 99% between oil 
production and greenhouse gas emissions; 99% and 
68% between the oil extraction and specific use of 
alternative energy sources; 84% and 99% between the 
oil production and the number of patents for oil pro-
duction; and 97% and 26% between the oil produc-
tion and unemployment. Thus, the development of 
the oil industry and the decrease in the greenhouse 
gas emissions could be realised through a greater 
focus on renewable energy and the implementation 
of sustainable development principals in the oil 
industry (Boiko, 2019). In this case, researchers 
(Cebula et al., 2018; Bhowmik, 2019; Hasan, 2019; 
He, 2019) proved a positive impact of green invest-
ments on declining GHG emissions and increasing 
share of renewable energy. Several researchers 
(Vasilieva et al., 2017; Bilan et al., 2018a) also con-
firmed that government transparency and social pol-
icy had a significant impact on the sustainable 
development of other sectors and investment attrac-
tiveness. Besides, a number of studies (Vasylyeva et 
al., 2014; Lyulyov et al., 2019; Sokolenko et al., 2017; 
Mentel et al., 2018; Kwilinski, 2019) proved that the 
modernisation of technologies in the oil industry and 
the development of green technologies led to a decline 
in GHG emissions and an increase in GDP. 

Meanwhile, the results of studies (Abaas et al., 
2018; Bilan et al., 2019b; Pimonenko et al., 2018; 
Wale-Awe & Sulaiman, 2020) indicate that, in addi-
tion to traditional factors, several institutional factors 
influence the efficiency of the oil industry. A signifi-
cant impact is made by an intense shadow in the 
industry, non-transparency of regulatory mecha-
nisms for issuing permits and licenses for production, 
and corruption in the allocation of quotas for oil 
production. The goal of the article is to provide  
a theoretical basis for the assessment of the institu-
tional impact on the oil-production industry.

1. Literature review

The interdependence between the macroeco-
nomic stability and the quality of the institutional 
environment has been proved by several research 
efforts (Lyeonov et al., 2019; Bilan et al., 2019a). The 
main indicators used to measure the quality of public 
administration have been selected as indicators of the 
institutional environment. In their paper, Hooke and 
Yongruck (2019) noted that the effectiveness of state 
governance affected the competitiveness of countries. 

Meanwhile, several authors (Chygryn et al., 2018; 
Kozmenko et al., 2011; Brychko et al., 2019; Grenäãk-
ovã, et al., 2019; Marcel, 2019; Augbaka et al., 2019; 
Pleines et al., 2016) confirmed that the financial sta-
bility and an investment climate had an impact on the 
national stability. Other authors (Bilan et al., 2019a; 
Vasilyeva, 2019) confirmed the effect of the country’s 
brand and the stability on its competitiveness. 

A statistically significant correlation has been 
found (Sadaf at al., 2018) between the levels of cor-
ruption and the effectiveness of governance in the 
country. A linear regression model has been used to 
confirm the hypothesis of the study. It has also been 
found that increased controls on corruption and 
increased political stability led to a reduction in the 
number of fraud cases in all sectors of the national 
economy. Also, the hypothesis regarding a relation-
ship between the effectiveness of governance in the 
country and inclusive development has been empiri-
cally confirmed (Chou, 2018) as well as the growth of 
corruption under conditions of the shadow economy 
(Levchenko et al., 2018). 

Using the results of panel data analysis, research-
ers (Awan et al., 2018) concluded that the efficiency of 
governance and political stability have a positive and 
statistically significant impact on the economic 
growth of the country. In addition, corruption has  
a negative impact on the economic growth of the 
country, and the effectiveness of governance has the 
most significant impact on the dynamics of the GDP 
growth. The Fixed Effects Method and the Hausman 
test were used to confirm the hypothesis empirically.

The hypothesis of a causal relationship between 
levels of economic development, corruption, and 
political instability, as exemplified by West African 
countries, was empirically confirmed (Nurudeen et 
al., 2015) with the help of the Granger test and the 
method of error correction. The results indicated  
a positive unidirectional dependence of political 
instability on economic development in the short 
term and a positive unidirectional dependence of 
political instability on economic development as well 
as long-term corruption in West African countries.  
A statistically significant impact of the level of cor-
ruption and the effectiveness of government on the 
country’s competitiveness has been highlighted in the 
study by Cheng et al. (2017). Huque (2019) confirmed 
the hypothesis that freedom, voice and accountability 
affect the country’s development. 

The impact of corruption in the oil and gas sector 
on the country’s economic growth rate has been 
addressed by Donwa et al. (2015). Pleines et al. (2016) 
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examined the example of Caspian oil and gas and 
concluded that the internationalisation of corruption 
negatively impacted the development of the oil and 
gas sector. In the Caspian countries, the oil and gas 
industry was found to be a key element of their com-
petitiveness; thus, it was crucial to increase the effi-
ciency and quality of government regulation in order 
to reduce corruption.

To understand the content of interconnections 
between the categories of oil production and institu-
tional determinants, a bibliometric analysis was per-
formed to determine the spread of the categories. 
Articles indexed in the Scopus base were selected for 
analysis. 

Scopus analysis tools were used to review more 
than 15000 papers announced in 1990–2018 (Fig. 2). 

The Scopus screening tools showed 1995 as the 
year for the start of the growth in the number of arti-
cles regarding the influence made by the institutional 
environment on the oil industry. 2018 already saw 

about 15000 articles, which is an increase of approx. 
15 times compared to 1995 (Fig. 2). The relevance of 
the problems and scientific interest connected with 
inequalities in the oil extraction countries is continu-
ously growing. 

The main subject areas (Fig. 3) related to the 
marketing strategies are energy, earth and planet sci-
ence, engineering, chemical engineering, environ-
mental science, business, management and 
accounting, chemistry, social science etc. 

The citation analysis, provided by VOSviewer 
(Halicka, 2017; Gudanowska, 2017; Siderska & Jadaa, 
2018; Winkowska et al., 2019) determined the most 
authoritative researchers as well as the nine clusters of 
research teams that had the most significant influence 
on the theory which describes the interconnections 
between oil production tendencies and the institu-
tional environment in national economies (Fig. 4). 
The cluster connected with corruption includes such 
categories as governance, property rights, economic 
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Note: OP — volumes of oil production; GHG — greenhouse gas emissions; RE — the share of alternative energy sources; P — number of patents; UN — 
unemployment rate; * — statistical significance at the level of 1% 
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growth etc. Another big cluster relates to categories of 
conservation, biodiversity, and climate change. That 
explains the influence of the oil industry on the natu-
ral environment. 

Considering the above-mentioned results of the 
analysis, this paper hypothesised that changes in the 
institutional environment and their interconnected-
ness occurred in the form of a chain, namely, “oil 
production and oil rents → the level of corruption → 
the efficiency of public governance”.

2. Research methods

Assessment of the interconnection between the 
institutional environment and oil production, oil 
rents, the level of corruption and the efficiency of 
public governance could be conducted based on the 
dynamic models and using the Generalised Method 
of Moments (GMM), proposed by Arellano–Bond 
(1991):

 
 

 
Fig. 4. Results of bibliometric analysis of the structural and functional environment for categories of the oil industry and institutional 

environment  

Source: elaborated by the authors based on Scopus. 

 

 
Fig. 5. Dynamics of indicator change: voting rights and accountability in 2000–2018  

Source: elaborated by the authors based on (Bilan et al., 2019c).  
 

 
Fig. 6. Dynamics the indicator of the quality of the government’s regulatory policy in 2000–2018  
Source: elaborated by the authors based on World Governance Indicators. 
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— the study period. 
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ing survey results. Therefore, this sample is 
representative of both time and country surveys. 
According to the officially announced methodology, 
this metric system contains six aggregating indica-
tors, namely, voting rights and accountability; politi-
cal stability; the effectiveness of the functioning 
government; the quality of the government’s regula-
tory policy; the rule of law; and the control of corrup-
tion.

Accordingly, the Zi,t indicator in the article is 
evaluated based on several determinants of the insti-
tutional environment, namely, the opinions of the 
population during the formation of political institu-
tions, political stability, the effectiveness of the gov-
ernment, and the level of adherence to the rule of law 
in the country. The information base of the study was 
data from 21 countries for the years 2000–2018.

3. Research results

According to official reports (Kaufmann et al., 
2010), countries with high and higher than average 
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environment  

Source: elaborated by the authors based on Scopus. 
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Fig. 5. Dynamics of indicator change: voting rights and accountability in 2000–2018 
Source: elaborated by the authors based on (Bilan et al., 2019c). 

incomes rank higher in terms of voting power and 
accountability. It should be noted that in 2004–2009, 
there was a positive trend in the growth of the right to 
vote and accountability. After 2009, the value of this 
indicator began to decline. The sharp changes in the 
dynamics of this indicator relate to the existing politi-
cal and economic conflicts. The dynamics of changing 
the indicator of voting power and accountability are 
presented in Fig. 5.

The results of the analysis into the dynamics of 
the indicator change — the quality of the govern-
ment’s regulatory policy — landed Ukraine in the last 
position. In terms of this indicator, the position of 
Ukraine began to decline rapidly after 2004, as with 
the previous indicator. As of 2004, Ukraine had 39.41 
points, and in 2015, it had 29.33 points. It should be 
noted, that after 2005, the quality of the regulatory 
policy of the Ukrainian government began to 
improve, which is confirmed by the growth of the 
indicator of the quality of the government’s regula-
tory policy in 2018 to 44.23 points.

According to Fig. 6, the lowest positions among 
the analysed countries during the analysed period of 
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2000–2018 were held by Iran and Uzbekistan (Kauf-
mann et al., 2010). As with the previous indicator 
(voting rights and accountability), the highest posi-
tions was held by the Netherlands. It should be noted 
that in terms of corruption control, Ukraine also 
ranked last among the analysed countries. As with 
the previous indicators, the dynamics of the decline 
was observed after 2005, and the lowest value was 
found in 2013, which was 11.37 points. In 2016 and 
2017, the value of this indicator increased almost 
twice and amounted to 21.5 and 22.12 points, respec-
tively.

The downward trend is also observed in Kuwait, 
Turkey, Algeria and Iran. As of 2002, the indicator of 
the control of corruption for Kuwait was 82.83 points, 
and in 2017, it was almost twice lower at 44.71 points; 
in Iran, in 2002, it was 50.0 points, while in 2017, it 
was 22.12 points. Uzbekistan, Kazakhstan and Russia 
have similar points to Ukraine for this indicator.

According to the results of the analysis (Fig. 8), 
Kazakhstan was the leader in all indicators of govern-
ment efficiency in 2016. Ukraine was ahead of Russia 
and Uzbekistan in the indicators of the rule of law 
and the control of corruption.

Russia was in the lead in terms of voting rights 
and accountability; the efficiency of the functioning 
government; and the quality of the government’s 
regulatory policy.

In 2016, Uzbekistan achieved better results than 
Ukraine and Russia in terms of political stability. 

Based on the comparison of the values for gov-
ernment performance indicators by Ukraine, Russia, 
Kazakhstan and Uzbekistan, Kazakhstan ranked first 
in almost all parameters in 2017. Ukraine had a bet-

ter-quality regulatory policy, the rule of law and 
anti-corruption controls than Russia and Uzbekistan. 
Meanwhile, Russia had almost the same position with 
Kazakhstan in terms of the efficiency of the function-
ing government (Fig. 9). 

In 2018, Kazakhstan was also the leader in all 
indicators. Russia was ahead of Ukraine and Uzbeki-
stan in three indicators: the control of corruption; 
voting rights and accountability; and the efficiency of 
the functioning government.

Compared to 2016 and 2017, Ukraine’s position 
in terms of the indicator of the control of corruption 
dropped in 2018; however, the quality of the govern-
ment’s regulatory policy received a better ranking. 
Fig. 10 presents a graphical interpretation of the 
effectiveness of the state governance in Ukraine, Rus-
sia, Kazakhstan and Uzbekistan for 2018 in terms of 
main components.

Summarising the results of the analysis into 
Ukraine’s position in terms of indicators of the effec-
tiveness of the government, a conclusion can be 
drawn that in 2016–2018, only three indicators 
increased among the six, namely, voting rights and 
accountability, the effectiveness of the functioning 
government, and the quality of the government’s 
regulatory policy.

In 2018, there was a slight decrease in indicators 
of political stability and the rule of law.

At the same time, there was a significant decrease 
in the indicator of the control of corruption. Fig. 11 
presents the dynamics of change in the performance 
indicators of the state governance in Ukraine for 
2016–2018 in terms of major components.
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The trends represented in Fig. 11 show the ten-
dency for the growth basically in all determinants.  
A significant increase characterises the effectiveness 
of the functioning government and the quality of the 
government’s regulatory policy in comparison with 
political stability. 

4. Discussion of the results

The authors of the article calculated the parame-
ters related to the model of interdependence between 
indicators showing the national development of the 
institutional environment and the oil production 
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industry (Table 1). The information base consisted of 
data from 21 countries for 2000–2018. The correla-
tions between the variables in the empirical model (3) 
are presented in Table 1.

The calculations confirmed that at the present 
stage of development of the national economy, oil 
rents are associated with corruption and are a direct 
threat to the stability of state institutions. Based on 
Table 1, there is a high correlation between PS and 
GE, which means that the inclusion of two indicators 
of the state government performance in the model 
(3–4) would create a multicollinearity problem. 
Therefore, the assessment of the impact made by the 
institutional environment on the functioning of the 

Tab. 1. Correlations between variables OP1, OP2, ViA, PS, GE, RL

OP1 OP2 ViA PS GE RL

OP1 1.0000
0.4561

(0.0001)

-0.1593

(0.5147)

0.3484

(0.0000)

-0.3762

(0.1125)

0.0127

(0.9588)

OP2

0.4561

(0.0001)
1.0000

-0.2110

(0.3859)

0.3476

(0.0002)

-0.4559

(0.0498)

-0.3060

(0.2026)

ViA
-0.1593

(0.5147)

-0.2110

(0.3859)
1.0000

-0.1464

(0.5497)

-0.0138

(0.9552)

0.4578

(0.0487)

PS
0.3484

(0.0000)

0.3476

(0.0002)

-0.1464

(0.5497)
1.0000

-0.644

(0.0029)

-0.1187

(0.6285)

GE
-0.3762

(0.1125)

-0.4559

(0.0498)

-0.0138

(0.9552)

-0.644

(0.0029)
1.0000

0.3326

(0.1641)

RL
0.0127

(0.9588)

-0.3060

(0.2026)

0.4578

(0.0487)

-0.1187

(0.6285)

0.3326

(0.1641)
1.0000

OP1 — the volume of oil production; OP2 — the volume of rent payments for oil; ViA — indicator of the opinion of the population during the formation of 
political institutions; PS — the political stability indicator; GE — governance performance indicator; ∆RL — the rule of law indicator; Corruption —the cor-
ruption perception index; in () — the level of significance.
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national oil-production industry was made based on 
the PS and GE indicators separately.

Table 2 represents the results of the study into the 
impact of the institutional environment on the func-
tioning of the national oil-production industry.

The calculations confirmed (Table 2) that at the 
current stage of the development of the national 
economy, oil rents are associated with corruption and 
are a direct threat to the stability of public institu-
tions. An increase in rents for oil by one point of 
standard deviation increases the level of corruption 
by 0.54 points of standard deviation. At the same 
time, an increase in the level of corruption is associ-
ated with an increase in the level of rent payments 
and occurs only when the quality of democratic 
institutions is below the threshold level (0.54 stand-
ard deviation points). However, the current level of 
efficiency of public administration does not signifi-
cantly impact on the national oil-production indus-

Tab. 2. Results of the study into the impact of the institutional environment on the functioning of the national oil-production industry

Model specification

∆Corruption ∆OP1 ∆OP2 ∆ViA ∆PS ∆GE ∆RL

Stat. (Prob.) Stat. (Prob.) Stat. (Prob.) Stat. Prob. Stat. Prob. Stat. Prob. Stat. Prob.

Corruption 0.12
(0.00)

0.11
(0.00)

–0.16
(0.00)

–0.09
(0.00) –0.04 0.00 0.04 0.00 –0.03 0.355 0.03 0.00 0.17 0.00

OP1
1.47

(0.16)
1.34

(0.08)
0.521
(0.00)

0.687
(0.00) – – –0.10 0.14 0.08 0.00 –0.06 0.20 0.06 0.15

OP2
–0.54
(0.00)

–0.52
(0.00) – – 0.490

(0.00)
0.831
(0.00) –0.98 0.00 0.34 0.72 0.19 0.37 –0.13 0.46

ViA 0.28
(0.00)

0.34
(0.0)

0.30 
(0.41)

0.27 
(0.44)

0.49 
(0.03)

0.64 
(0.52) 0.09 0.012 – – – – – –

PS 1.25 
(0.23) – 0.23 

(0.06) – 0.13 
(0.08) – – – 0.208 0.00 – – – –

GE – 0.18 
(0.00) – 0.51 

(0.18) – 0.42 
(0.06) – – – – 0.308 0.00 – –

RL 0.48 
(0.92)

0.49 
(0.87)

0.32 
(0.53)

0.28 
(0.48)

–0.15 
(0.63)

–0.10 
(0.84) – – – – – – 0.07 0.05

AR(2) (0.209) (0.312) (0.311) (0.291) (0.243) (0.218) (0.149) (0.178) (0.269) (0.117)

Sargan’s 
OIR stat. (0.967) (0.341) (0.237) (0.414) (0.220) (0.145) (0.136) (0.180) (0.213) (0.385)

Hansen’s 
OIR stat. (0.782) (0.492) (0.623) (0.625) (0.618) (0.713) (0.487) (1.00) (0.503) (0.578)

AR(2) is the Second-order autocorrelation of residuals; Sargan’s OIR stat. and Hansen`s OIR stat. — Sargan and Hansen OIR tests; OIR is the Over-identifying 
Restrictions Test.

try. Of all indicators, only the level of political stability 
had a statistically significant impact (at 1%) on oil 
production. Improving political stability by 1.0-point 
standard deviation will increase oil production by 
0.08 standard deviation. 

Conclusions

Sustainable development of the oil-production 
industry should be understood as a process of the 
capacity building considering the interference of the 
effects of cross-sectoral interaction. The system of 
measures for ensuring the sustainable development 
of oil production has to be aimed at preventing the 
adverse economic, institutional, social and economic 
effects of the functioning industry. The analysis made 
it possible to determine that the development of effi-
cient state institutions will contribute to the develop-
ment of the oil production industry, will reduce the 
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country’s energy dependence and strengthen the sta-
bility of the national economy.

To assess the impact of the functioning institu-
tional environment on the development of the 
national oil industry, the hypothesis was formulated 
regarding the changes in the institutional environ-
ment and their relationships being in the form of the 
chain “oil production and oil rents → the level of cor-
ruption → the efficiency of public administration”. To 
confirm the hypothesis, a scientific and methodologi-
cal approach was developed, which involved building 
a system of dynamic models and using a generalised 
method of moments.

The substantiation of the influence of the institu-
tional environment on the functioning of the national 
oil production industry showed that the increase in 
oil rents by one point of standard deviation increased 
the level of corruption by 0.54 points. The increase in 
the level of corruption is caused by the increase in the 
shadow in the oil production industry and occurs 
when the quality of democratic institutions is below 
the threshold level. An increase in the level of politi-
cal stability by one point of standard deviation causes 
an increase in oil production by 0.08 points of stand-
ard deviation. 

A proposed theoretical approach for the assess-
ment of the institutional impact on the oil production 
industry will form the background for the formation 
of a stimulating institutional environment with the 
possibility of using appropriate tools for different 
hierarchical levels of the national economy, creating 
efficient state policy for the oil-production industry, 
and developing effective state institutions. It will 
promote the development of the oil industry and 
reduce the country’s energy dependence and 
strengthen the resilience of the national economy.
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A B S T R A C T
To overcome the challenges posed by increasing competition, many traditional 
manufacturing companies are moving from the mere production of manufacturing 
goods to the integration of services that are more or less integrated into the product, 
which is also due to the constant development of the industry. Moreover, many 
manufacturing companies offer products that use smart technologies. This paper 
focuses on the importance of smart service provision for cooperation and innovation 
flexibility, innovation performance and business performance in small and medium 
manufacturing companies. The paper aims to find out if smart service manufacturing 
providers are different in cooperation and innovation flexibility and innovation and 
business performance from non-smart service manufacturing providers. To better 
understand the issue, research was undertaken in 112 small and medium manufacturing 
companies of the Czech Republic. The problems of smart service provision were 
investigated in the first empirical research held among the electric engineering 
companies (CZ-NACE 26 and CZ-NACE 27) in the Czech Republic. The findings show that 
smart service manufacturing providers are better in internal cooperation flexibility, 
innovation flexibility related to product and to accompanying services and in business 
performance than non-smart service manufacturing providers. Theoretical implication 
contributes in two specific ways: first, in the presentation of the interconnection of 
smart services and cooperation flexibility, innovation flexibility, innovation performance 
and business performance; and second, in the identification of the impact of smart 
services in manufacturing SMEs and in finding out which areas affect the provision of 
smart services. The findings can have a positive influence in several areas; therefore, 
they can be important factors for many manufacturing companies which still need 
some persuasion to offer smart services. 
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Introduction
 
In the last few years, many manufacturing com-

panies have been offering products and related ser-
vices, including services using smart technologies, 

which can monitor product operations, inform the 
customer about their status and transmit this infor-
mation to manufacturers. The manufacturer can fur-
ther process this information and use it for monitoring 
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the operation of the equipment, remote repair, pre-
dictive maintenance or innovation of existing prod-
ucts. Manufacturers financially support digitalisation 
to reduce data processing costs by automating data 
collection, warehousing and diagnostics (Wamba et 
al., 2017). Thanks to these new possibilities, the 
importance of this area has been growing in recent 
years.

Despite the rapidly growing development of 
smart technologies, research in this area in small and 
medium enterprises (SMEs) is still in its infancy. 
Smart technologies have great potential; however, 
their success requires a deep understanding of cus-
tomer expectations, behaviour and also an under-
standing of the current situation of manufacturing 
companies. The fundamental influence of digitisation 
is often perceived as its influence on companies, up 
and downstream operations, networks and ecosystem 
(Porter & Heppelman, 2015). Moreover, digitalisa-
tion helps to support new innovative services, busi-
ness models and pricing models, which are crucial for 
gaining the value from digitalisation (Kohtamäki et 
al., 2019). 

The issue of accompanying services using smart 
technology, including the identification of its impact 
on industrial small and medium-sized enterprises, 
has not yet received much attention in the Czech 
Republic, explaining the need for this research. It 
focused on manufacturing SMEs, which make up the 
majority of today’s businesses and are crucial for the 
economy. Producers of electric equipment and elec-
tronic components from Czech SMEs were respond-
ents in the research. They are essential representatives 
of the manufacturing industry and subcontractors of 
many other economic sectors. The growth of Czech 
exports is also related to the increase in new orders, 
for which the flexibility of producers and suppliers is 
necessary. 

The competitive advantage of SMEs often lies in 
the development of specialisation, which allows them 
to take advantage of greater flexibility in innovation 
in a changing business environment. Today’s busi-
nesses are forced to find flexible ways to respond to 
uncertainty and meet customer demands effectively. 
This is especially true for SMEs, which often depend 
on the ability to adapt quickly to the customer. The 
issue of smart servitisation is specific to SMEs, where 
the implementation of smart technologies is more 
demanding due to the often limited financial and 
personnel capacities. The implementation of digitali-
sation is challenging for current manufacturing 
companies. They can invests, but they have problems 

with creating and appropriating value from these 
investments (Kohtamäki et al., 2020). Cooperation 
between companies is becoming increasingly more 
critical today. The need for resources and capabilities 
is enormous, and companies hardly manage by them-
selves, requiring the competencies to manage the 
ecosystem of suppliers, complementors and stake-
holders (Kohtamäki et al., 2019). Likewise, the 
importance of flexibility is growing, which is increas-
ingly recognised in product innovation as essential 
for building sustainable competitive advantage.

The current literature either lacks or has limited 
efforts related to the investigation of the importance 
of smart services for flexibility in the areas of collabo-
ration, innovation and innovation and business per-
formance. At present, there is no publicly available 
empirical study on the financial benefits of smart 
services for electrical engineering companies in the 
Czech Republic. Even if different companies imple-
mented the same smart services, the benefits would 
be different for each company, and they would be 
measured in different parameters depending on the 
business, business model, management method and 
current life-cycle stage. Thus, the benefits of smart 
services can only be measured and demonstrated in  
a particular company by monitoring the evolution of 
the parameters that the company wants to improve by 
implementing smart services. 

Therefore, the research also sought to determine 
how smart services impact the flexibility in coopera-
tion and innovation and the innovation and business 
performance of industrial SMEs and to try to contrib-
ute to a better understanding of the potential benefits 
of smart services to industrial enterprises. The paper 
aims to find out if smart service manufacturing pro-
viders are different in terms of cooperation and 
innovation flexibility and innovation and business 
performance from non-smart service manufacturing 
providers. 

Many authors have focused on smart service 
offer, their drivers, benefits, including financial, but 
the view of the impact of smart services on flexibility 
and performance, even in the field of innovation and 
cooperation, is a new perspective. The originality of 
this paper is in another view of smart services, spe-
cifically in terms of importance for cooperation and 
innovation flexibility and for innovation and business 
performance. 

The paper consists of a literature review, method-
ology, main results, discussions with implications and 
limitations, and conclusions.
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1. Literature review 

The subject of the paper is smart services — the 
area of services that can use smart technologies and 
are provided to customers of manufacturing compa-
nies. Smart services are a special type of service that is 
provided to a smart object able to perceive its condi-
tions and its surroundings, thus enabling up-to-date 
data collection, constant communication and inter-
active feedback (Allmendinger & Lombreglia, 2005). 
By using smart services, manufacturers can generate 
additional revenues (Rachinger et al., 2019) and do it 
so more stably because long-term contracts replace 
sales (Rymaszewska et al., 2017). Gebauer et al. (2020) 
attempted to stimulate a further investigation of rev-
enue growth through digitalisation. The use of smart 
technologies in the provision of services helps com-
panies to reduce the resources used in the provision 
of services, such as labour costs because fault diagno-
sis can be performed remotely. Thus, companies can 
benefit from reduced operating costs (Hasselblatt et 
al., 2018). In addition, the adoption of smart technol-
ogy-enabled services can lead to or maintain closer 
customer relationships because it allows customers to 
co-create value with the provider, allowing the pro-
vider to offer customer-oriented services (Hagberg et 
al., 2016). In addition, the incorporation of smart 
technologies makes it possible to expand the portfolio 
of products and services (Gerpott & May, 2016). As  
a result, companies will be able to expand their cur-
rent business (Rymaszewska et al., 2017). Smart 
technologies can be used to improve the existing 
range of services because they can be offered in a way 
that is perceived as more advantageous for the cus-
tomer. Smart technologies provide insight into prod-
uct usage behaviour and resource utilisation rates, 
companies can use this information to improve 
resource utilisation (Bressanelli et al., 2018). Compa-
nies will also gain a competitive advantage from pro-
viding services using smart technologies. This is 
because the fusion of technology and integrated 
product service offerings is difficult for competitors 
to imitate (Porter & Heppelmann, 2015). Smart tech-
nologies also allow a constant estimate of their cur-
rent service delivery to identify optimal customer 
support, which in turn leads to a profitable portfolio 
of services. 

Digital resources can be a lever for innovation in 
SMEs (Higón, 2012). Also, they change the way we 
manage innovation (Yoo et al., 2012) and make com-
panies “more extroverted” (Tambe et al., 2012). Digi-

tal resources face traditional spatial constraints of 
companies involved in collaborating for innovation 
(Deltour et al., 2018). According to Pagani (2013),  
a growing interest in cooperation between companies 
can be expected, which will be based on smart ser-
vices, which change traditional business operations 
and make cooperation the main factor of success.

Technological innovation requires the growing 
importance of access to resources outside the enter-
prise (Gebauer et al., 2013), as the impressive expan-
sion of digital technologies in business puts many 
enterprises at risk and growing uncertainty (Gimpel 
& Röglinger, 2015; Siderska, 2020; Sachpazidu-
Wójcicka, 2017). The lack of digital capacity, espe-
cially in established companies, is the main driving 
force for companies to decide to introduce collabora-
tive development methods. For this reason, a growing 
number of multi-organisational collaborations based 
on smart services can be expected, which change 
traditional business operations and make collabora-
tion a major success factor (Pagani & Aiello, 2013). It 
is more frequent for a business customer as well as 
suppliers, to believe that they will participate in inno-
vation project development, including technological 
innovation. However, it is a serious topic to gain 
competitiveness and, more widely, business success 
for many current businesses (Zadykowicz et al., 2020; 
Župerkienė et al., 2019; Kohnová et al, 2019). Nowa-
days, the so-called regional servitisation is becoming 
a current trend, in which companies in a given local-
ity come together and cooperate on projects together. 
Through collaboration, manufacturers and interme-
diaries can help overcome any weaknesses in the 
capabilities of others to provide comprehensive, 
advanced services to their customers (Story et al., 
2017). Story et al. (2017) illustrate how integration 
between manufacturers and their intermediaries 
helps to overcome the limitations of mutual capabili-
ties required for value creation. Companies can 
improve their financial, market or innovation perfor-
mance by working with competitors (Le Roy & Cza-
kon, 2016). Surprisingly, however, studies have not 
yet fully focused on research topics that see a chal-
lenge for manufacturers to perceive the importance 
of networking (Martin et al., 2019).  

Pellicelli (2018) noticed that flexibility was more 
important than ever, as relationships with suppliers 
were managed through networked companies and 
multinational global supply chains. Flexibility enables 
to establish a global supply chain. Di Sivo & Cellucci 
(2013) stressed that a local supply chain was based on 
the willingness of all stakeholders to activate virtuous 
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cooperation. Flexibility has become one of the most 
useful and essential tools in today’s competitive mar-
kets. Manufacturing flexibility is widely recognised as 
a critical component for achieving a competitive 
advantage in the market. Flexibility in product inno-
vation is increasingly recognised as essential for 
building a sustainable competitive advantage in an 
increasingly turbulent market (Liao et al., 2010).

2. Research methods 

Smart services have “raised high expectations of 
their potential” (Biehl, 2017) and are widely used to 
describe a company’s innovation. In contrast, the 
research area of these services is still in its infancy, 
and it is only in recent years that possible first strate-
gies for their research have emerged (e.g., Wünderlich 
et al., 2015). Therefore, there is a need for more 
detailed research to systematise existing knowledge 
in this area (Grubic & Jennions, 2017).

Nowadays, cooperation between companies is 
essential as well as innovation and flexibility. As 
mentioned above, in the field of product innovation, 
cooperation is increasingly recognised as indispensa-
ble for building sustainable competitive advantage. 
Trying to find out whether companies providing 
smart services differ in the above areas from compa-
nies that do not, can be beneficial for business think-
ing about the possibility to start or postpone offering 
smart services.

Therefore, quantitative research also sought to 
determine how smart services impact cooperation 
flexibility, innovation flexibility, and the innovation 
and business performance of manufacturing SMEs, 
and, thereby, try to contribute to a better understand-
ing of the potential benefits of smart services to 
manufacturers. This gap is addressed by a research 
question based on the empirical part of the work.

Research question RQ: Are smart service manu-
facturing providers different in cooperation and 
innovation flexibility, in innovation performance and 
business performance from non-smart service manu-
facturing providers?

Research question leads to the following hypoth-
eses: H. Cooperation flexibility, innovation flexibility, 
innovation performance and business performance 
are higher among smart service manufacturing pro-
viders than non-smart smart service manufacturing 
providers.

To answer the research question and hypotheses, 
a questionnaire was created to examine the issue of 

smart services and flexibility and performance in 
SMEs. The questionnaire contained four main parts: 
cooperation flexibility (consisting of external coop-
eration flexibility with customers, external coopera-
tion flexibility with suppliers and internal cooperation 
flexibility), innovation flexibility (consisting of inno-
vation flexibility related to the product and innova-
tion flexibility related to accompanying services), 
innovation performance and business performance. 
The final part of the questionnaire surveyed general 
information about the respondents, including a query 
on smart service provision. 

Flexibility items were based on Tomášková 
(2005), Liao & Barnes (2015), Obeidat et al. (2016); 
innovation performance items — Liao & Barnes 
(2015) and Obeidat et al. (2016); provision of smart 
service items — Grubic & Peppard (2016) and Bjerke 
& Johansson (2015). Three items of business perfor-
mance measured the use of marketing performance 
(items 1–3) and two items measured financial perfor-
mance (items 4–5) based on Grubic & Peppard (2016) 
and Bjerke and Johansson (2015). The 5-point Likert 
scale was used in the questionnaire (1 for “No, I don’t 
agree”, 5 for “Yes, I agree”. For testing all parts of the 
questionnaire, Cronbach’s alpha was used. The levels 
of reliability for the parts were as follow: external 
cooperation flexibility for customers (0.792), external 
cooperation flexibility for suppliers (0.812), internal 
cooperation flexibility (0.814), innovation flexibility 
relating to the product (0.832), innovation flexibility 
relating to accompanying services (0.890), innovation 
performance (0.677), and business performance 
(0.673). 

Producers of electric equipment and electronic 
components from Czech SMEs participated in the 
research. They comply with the Czech industry clas-
sification (CZ-NACE 26 — Manufacturer of com-
puter, electronic and optical products and CZ-NACE 
27 — The Production of Electrical Equipment). CZ-
NACE 26 and CZ-NACE 27 are important repre-
sentatives of the manufacturing industry and are 
subcontractors for many other sectors of the economy. 
In addition, the electrical engineering industry is  
a global industry, which means that many Czech 
companies can have customers around the world, but 
on the other hand, competitors can also be global. 
Precisely because of the connection of products with 
digital technologies, electrical engineering companies 
were chosen, where some manufacturers are already 
trying to provide services using smart technologies to 
their products, and customers also perceive their 
benefits. The growth of Czech exports is also related 
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to the increase in new orders, for which the flexibility 
of producers and suppliers is necessary. Here, about 
70% is generated by the automotive, engineering, 
electrical and electronics industries. It can be said 
that high flexibility is one of the most important 
competitive advantages of many Czech industries 
(Mařík et al., 2016).

Respondents were mainly managers and direc-
tors. They were contacted by email and asked to fill 
out a web-based questionnaire. The research in SMEs 
was conducted in July–October 2019. Based on the 
Czech Statistical Office, the Czech industry classifica-
tion, CZ-NACE 26 contained 278 companies, and 
CZ-NACE 27 contained 575 companies with 10–250 
employees (data of December 2019). In total, 853 
companies were located. Small and medium manu-
facturers were selected from the Amadeus database. 
CZ-NACE 26 and CZ-NACE 27 had 730 companies 
in total, 254 SMEs from CZ-NACE 26 and 476 SMEs 
from CZ-NACE 27. All of them were addressed by 
email, but 22 emails were sent back because of their 
probable exit, liquidation or impossibility to trace 
them (their contact emails were missing). A total of 
112 full-filled questionnaires were obtained, which 
constitutes a 15.8% rate of return. The software pack-
age SPSS, Version 17, was used for data analysis. 

In order to fulfil the aim of the paper, a research 
question and hypothesis were set. The Shapiro–Wilk 
test, the non-parametric Mann–Whitney U test and 

the Levene’s Test for Equality were used to verify 
normality. 

3. Research results 

At the beginning of the description of research 
results, it is worth mentioning that smart services 
were provided by 48% of respondents from small 
businesses and 42% of respondents from medium-
sized enterprises. More smart services (48%) were 
provided by enterprises whose customers were other 
enterprises (B2B) than enterprises whose customers 
were final customers (28.6%) (B2C). The most fre-
quently provided smart services included remote 
monitoring (34%), remote diagnostics (29%), remote 
repair (23%) and preventive and predictive mainte-
nance (18%).

The processing of research question to distin-
guish electrotechnical SMEs that provided and did 
not provide smart services required determination of 
the hypothesis H. (H: Cooperation flexibility, innova-
tion flexibility, innovation performance and business 
performance are higher among smart service manu-
facturing providers than non-smart smart service 
manufacturing providers). The processing of hypoth-
esis H is described below. First, it was necessary to 
verify the normality by the Shapiro–Wilk test, as 
shown in the following Table 1.

Tab. 1. Results of the Test of Normality

Do you provide smart services, such as remote monitoring, remote  

diagnostics, remote repair, and so on?

Shapiro–Wilk test

Statistic df Sig.

External cooperation flexibility with customers
Yes .790 51 .000

No .868 61 .000

External cooperation flexibility with suppliers
Yes .946 51 .021

No .952 61 .017

Internal cooperation flexibility
Yes .842 51 .000

No .930 61 .002

Innovation flexibility related to the product
Yes .923 51 .003

No .942 61 .006

Innovation flexibility related to accompanying services
Yes .916 51 .001

No .968 61 .117

Innovation performance
Yes .964 51 .129

No .969 61 .122

Business performance
Yes .918 51 .002

No .940 61 .005
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The normal distribution is fulfilled if the p-value 
of the normality test (Sig.) is greater than the selected 
significance level of 0.05. This is only true for selec-
tions marked in bold in Table 1 above. Parametric 
tests can only be used to compare selections that meet 
the normal distribution. To be sure, it can be seen 
whether violations of the normal distribution would 
cause any outliers or extremes, as shown in Fig. 1. To 
verify the occurrence of extremes and outliers, a box 
graph was used. It showed important extremes that 
distort parametric test results for the internal area 
only.

Furthermore, the extreme values in the area were 
removed, and the normality was tried again, see  
Table 2.

However, neither of these normal distribution 
selections were achieved (Internal cooperation flexi-
bility NO — p <0.05). The extreme values retained for 
the test in this file. For all areas except innovation 
performance, the non-parametric Mann–Whitney  
U test was used to verify the difference between 
enterprises that provide and do not provide smart 
services. For innovation performance, a parametric 
two-sample t-test could be used in both selections to 
meet normal data distribution (Table 3).

Based on the mean rank, smart service manufac-
turing providers achieved higher scores in the men-
tioned six areas (Table 3 and Fig. 2).

According to Fig. 2, the greatest differences in the 
mean rank of surveyed areas between smart service 
manufacturing providers and non-smart service 
manufacturing providers were in the area of internal 
cooperation flexibility, innovation flexibility related to 
the product, innovation flexibility related to accompa-
nying services and business performance. The Mann–
Whitney U test (Table 4) was used to ascertain whether 
this score is statistically significantly different from 
non-smart service manufacturing provider.

A statistically significant difference was found in 
the areas of internal cooperation flexibility, innova-
tion flexibility related to the product, innovation 
flexibility related to accompanying services and busi-
ness performance (p <0.05). There was no statistically 
significant difference in the external cooperation 
flexibility with customers and external cooperation 
flexibility with suppliers n (p> 0.05). In addition,  
a two-sample t-test was carried out (Table 5), to 
determine whether smart service manufacturing 
providers differed in innovation performance from 
non-smart service manufacturing providers.

 

 
                                         Fig. 1. Verification of extreme and remote observations 

  
 

 
                       Fig. 2. Graphical display of the mean rank 

 

Fig. 1. Verification of extreme and remote observations

Tab. 2. Results of the Test of Normality after the removal of extreme values

Do you provide smart services, such as remote monitoring, 

remote diagnostics, remote repair, and so on?

Shapiro–Wilk test

Statistic df. Sig.

Internal cooperation flexibility
Yes .956 49 .063

No .930 61 .002

Source: elaborated by the author based on obtained data.
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Tab. 3. Average ranking of areas

Do you provide smart services, such as remote monitoring, remote diagnostics, 

remote repair, and so on?
N Mean Rank

External cooperation flexibility with customers

Yes 51 62.05

No 61 51.86

Total 112

External cooperation flexibility with suppliers

Yes 51 61.02

No 61 52.72

Total 112

Internal cooperation flexibility

Yes 51 67.40

No 61 47.39

Total 112

Innovation flexibility related to the product

Yes 51 67.91

No 61 46.96

Total 112

Innovation flexibility related to accompanying services

Yes 51 68.24

No 61 46.69

Total 112

Business performance

Yes 51 65.81

No 61 48.71

Total 112
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Fig. 2. Graphical display of the mean rank

Tab. 4. Mann–Whitney U test results (Grouping Variable: Do you provide smart services, such as remote monitoring, remote diagnos-

tics, remote repair, and so on?)

External 

cooperation 

flexibility 

with custom-

ers

External 

cooperation 

flexibility 

with suppli-

ers

Internal 

cooperation 

flexibility

Innovation 

flexibility 

related to 

the product

Innovation 

flexibility 

related to 

accompanying 

services

Business 

performance

Mann–Whitney U 

Test
1272.500 1325.000 999.500 973.500 957.000 1080.500

Asymp. Sig. 

(2-tailed) 
.095 .177 .001 .001 .000 .005
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Based on the mean, smart service manufacturing 
providers achieved a higher innovation performance 
score. A two-sample t-test (Table 6) was used to 
determine whether this score was statistically signifi-
cantly different from that of non-smart service manu-
facturing providers.

There was no statistically significant difference in 
innovation performance (p> 0.05).

In summary, a statistically significant difference 
among smart service manufacturing providers was 
demonstrated in the areas of internal cooperation 
flexibility, innovation flexibility related to the prod-
uct, innovation flexibility related to accompanying 
services and business performance (p <0.05). It can 
be said that if manufacturers provided smart services, 
they were better at internal collaboration flexibility, 
innovation flexibility related to the product, innova-
tion flexibility related to accompanying services and 
business performance.

4. Discussion of the results 

As mentioned above, current electrotechnical 
SMEs that provide smart services do not yet evaluate 
the potential financial benefits of including them in 
the offer. The potential has not yet been recognised 
for more advanced use-oriented or result-oriented 
services (Kozłowska, 2020a,b). The paper aimed to 
identify the importance of a smart service for coop-
eration and innovation flexibility and innovation and 
business performance, thus trying to contribute to  
a better understanding of the potential benefits of 
smart services for manufacturers.

Nowadays, there is no publicly available empiri-
cal study on the financial benefits of smart services 

Tab. 5. Descriptive statistics of innovation performance according to smart service provision (Grouping Variable: Yes, No)

Do you provide smart services, such as remote monitor-

ing, remote diagnostics, remote repair, and so on?
N Mean

Std. Devia-

tion

Innovation Performance
Yes 51 3.3490 .64105

No 61 3.1705 .75880

Tab. 6. Results of two-sample t-test (Grouping Variable: Yes, No)

Levene’s Test for Equal-
ity of Variances t-test for Equality of Means

F Sig. t df Sig.
(2-tailed)

Mean Dif-
ference

Std. Error 
Difference

Innovation Performance

Equal variances assumed .522 .472 1.330 110 .186 .17853 .13428

for companies in the electrical engineering industry 
in the Czech Republic. Even if different companies 
implemented the same smart services, the benefits 
would be different for each company and measured 
using different parameters depending on the line of 
business, business model, management style and cur-
rent life-cycle stage. The benefit of these services can, 
therefore, be measured and demonstrated only in a 
specific company, by monitoring the development of 
parameters that the company wants to improve by 
implementing a smart service. 

The reasons for not monitoring the financial 
benefits may be the certainty of the inclusion of smart 
services in the range of services. Moreover, so far, the 
manufacturers tended to “tune” the smart services.  
A longer time horizon is clearly suitable for evalua-
tion in each company. The benefit of these services 
can, therefore, be measured and demonstrated only 
in a specific company by monitoring the development 
of parameters that the company wants to improve by 
their implementing. Based on the results of quantita-
tive research, there is a statistically significant differ-
ence in manufacturing companies providing smart 
services in the areas of internal cooperation flexibility, 
innovation flexibility related to the product, innova-
tion flexibility related to accompanying services and 
business performance (p <0.05). 

Similar results related to business performance 
were shown in some research, where new technolo-
gies had a positive impact on business performance 
(Lopéz-Nicolás et al., 2010; Soto-Acosta et al., 2016). 
Also, Soto-Acosta et al. (2014) informed that SMEs 
aimed for new technologies that would allow for  
a better closeness with the external environment. 
Companies with greater confidence in services clearly 
achieved better revenue profitability and improved 
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their value (Fang et al., 2008) and used best practice 
or training, which contributed to better business 
performance through the quality of service, produc-
tivity, profitability and innovation (Brewster et al., 
2016). However, the efficient allocation of resources 
required the emphasis on the company’s innovation 
strategy (Revilla et al., 2016). The results confirmed  
a significant difference in both parts of innovation 
flexibility (related to the product and accompanying 
services).

The results of this research agree with the out-
comes by Bjerke & Johansson (2015) showing that 
cooperation within a company and the industry 
stimulates innovation at the company level. These 
findings demonstrate that the proximity associated 
with organisational structures and technological 
relatedness facilitates the sharing of knowledge and 
ideas. Interestingly, working with partners within the 
same corporate group has a much stronger positive 
relationship to the likelihood of innovation than 
working with companies in the same industry. Com-
panies in the same sector are “neighbours” because 
they use similar technologies and operate in related 
markets, and, therefore, face similar technological 
challenges and similar business challenges (Bjerke  
& Johansson, 2015). Therefore, if companies belonged 
to the same sector, they could be assumed having  
a deeper understanding of the other party’s problems 
and the processes associated with the creation and 
development of innovative ideas. This information 
can be related to the findings of this research, show-
ing an impact of smart services on internal coopera-
tion flexibility.

The knowledge shared between collaborating 
partners can be related, but it can also complement 
each other (Bjerke & Johansson, 2015). Companies 
are aware that territorial servitisation is a process 
linking services and industry and can increase the 
local impact of production activities on regional 
competitiveness and, thus, facilitate the dissemina-
tion of local knowledge (Lafuente et al., 2017). Ser-
vitisation of regions offers local production economies 
the opportunity to restore growth and maintain 
long-term competitiveness. However, local benefits of 
clustering do not always occur (Shearmur, 2012) as 
companies may prefer interactions with distant part-
ners (Fitjar & Rodriguez-Pose, 2011) because rela-
tionships with close actors are not mandatory (Bathelt 
et al., 2004), and they can use other forms of proxim-
ity (Boschma, 2005) or cooperation can take place on 
several levels (Vissers & Dankbaar, 2016). 

SMEs need to extend the source of flexibility 
across their borders. Similarly, Carlsson (1989) 
argued that flexibility is not necessarily limited to 
small businesses. Rather, it stems from the ability of 
small businesses to develop their capabilities using  
a variety of factors as sources of flexibility. SMEs are 
more likely to achieve flexibility through supply chain 
relationships and collaboration. As a result, for SMEs, 
flexibility should be promoted and increased by an 
appropriate supply-chain strategy (Liao et al., 2015).

 

Conclusions 

Smart servitisation is clearly specific to SMEs, 
where due to frequently limited financial and person-
nel capacities, the implementation of smart technolo-
gies is more demanding. This paper aimed to find out 
if smart service manufacturing providers were differ-
ent in cooperation and innovation flexibility and in 
innovation and business performance from non-
smart service manufacturing providers. Smart ser-
vitisation requires collaboration across fixed 
boundaries because smart solutions work with third-
party software products and service systems to imple-
ment smart autonomous ecosystems (Sklyar et al., 
2019). Companies cannot operate separately from 
customers but must instead operate across fixed bor-
ders. Smart solutions must be designed to work and 
interact with solutions offered by many other manu-
facturers, used by customers, supplied by distributors, 
maintained by various service partners, and operated 
by third parties. Therefore, the integration of smart 
solutions across fixed boundaries is essential. This 
rapid transformation requires technological innova-
tion, as well as business models and collaborative 
innovation, as manufacturers seek to configure their 
business models and practices to enable smooth col-
laboration (Kohtamäki et al., 2019).

Although the findings mentioned in this paper 
cannot be generalised, there are some influences on 
theory and practice for manufacturing companies. 
The scientific point of view of this paper contributes 
in two specific ways: first, in the presentation of the 
interconnection of smart services and cooperation 
flexibility, innovation flexibility, innovation perfor-
mance and business performance; and second, in the 
identification of the impact of smart services in 
manufacturing SMEs and in finding out which areas 
affect the provision of smart services. A statistically 
significant difference in smart service manufacturing 



114

Volume 12 • Issue 4 • 2020
Engineering Management in Production and Services

providers was demonstrated in the areas of internal 
cooperation flexibility, innovation flexibility related 
to the product, innovation flexibility related to 
accompanying services and business performance  
(p <0.05). Combining servitisation and digitalisation 
can help a company to be less dependent on travel 
and human interaction (Rapaccini et al., 2020). How-
ever, the transformation needs the development and 
implementation of digital offerings, which are usually 
a long-term process (e.g., Tronvoll et al., 2020) that 
should have an intentional impact on the business 
model of the company (Paiola & Gebauer, 2020).

The practical point of view can be seen in the 
evaluation of the impact of smart services on manu-
facturing SMEs, namely, the impact of smart services 
on cooperation flexibility, innovation flexibility, 
innovation performance and business performance. 
Recently, Suppatvech et al. (2019) identified a series 
of benefits and factors of smart servitised business 
model. According to the paper, an advanced, service-
oriented business model based on smart technologies 
needs close collaboration with different stakeholders 
and the development of innovative offerings that 
alight with customer needs (Paiola & Gebauer, 2020). 
However, Kohtamäki et al. (2019) noted that current 
company structures did not seem to be adequately 
adapted to the use and offering of smart services. 
Furthermore, Paiola & Gebauer (2020) noticed that 
only a few “prepared” companies could be evaluated 
as having the “full” leverage of smart technologies for 
smart servitisation. The findings can have a positive 
influence in several areas; therefore, they can be 
important factors for many manufacturing compa-
nies which still need some persuasion to offer smart 
services. The integration of digital technologies into 
service innovation is leading to the development of 
smart services and a new business model (Jaspert  
& Dohms, 2020). 

The limitations of this paper and research are 
related to the orientation on one specific segment of 
manufacturing, namely, electrotechnical companies, 
where only manufacturers of final electrotechnical 
products (systems) were chosen. These products 
(systems) can monitor their activities during their 
operation, keep the customer informed, and also 
transmit this information to the manufacturer, which 
exactly corresponded to the concept of smart services 
in this research. Also, for a higher degree of generali-
sation, it would be better to have a larger sample of 
manufacturers.

Future research will be based on the findings 
mentioned in this paper and is planned to focus on 

the issue of operational indicators monitoring the 
impact of smart services. It would be useful to find 
out which operational indicators are best to monitor 
by manufacturers and why, in what time period and 
based on the findings, try to prepare a possible com-
parison or methodology for evaluating the impact of 
smart services. 
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Eratum to: Viktoria Khrystoforova, Dariusz Siemeniako  

Internet-based consumer co-creation experience of the new product development proces 
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(DOI: 10.2478/emj-2019- 0021)  

The last name of Dariusz Siemieniako was misspelled as Siemeniako. For the reader’s 
convenience, the corrected author line appears below:  
Viktoria Khrystoforova, Dariusz Siemieniako 
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