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ABSTRACTS 

Yurii Streliaiev, Rostyslav Martynyak, Kostyantyn Chumak 
Thermomechanical Slip in Elastic Contact between Identical Materials 

The contact problem for interaction between an elastic sphere and an elastic half-space is considered taking into account partial 
thermomechanical frictional slip induced by thermal expansion of the half-space. The elastic constants of the bodies are assumed 
to be identical. The Amontons–Coulomb law is used to account for friction. The problem is reduced to non-linear boundary  
integral equations that correspond to the initial stage of mechanical loading and the subsequent stage of thermal loading.  
The dependences of the contact stress distribution, relative displacements of the contacting surfaces, dimensions of the stick  
and slip zones on temperature of the half-space are studied numerically. It was revealed that an increase in temperature causes 
increases in the shear contact stress and the relative shear displacements of the contacting surfaces. The absolute values  
of the shear contact stress reach their maximum at the boundaries of the stick zones. The greatest value of the moduli  
of the relative shear displacements are reached at the boundary of the contact region. The stick zone radius decreases  
monotonically according to a nonlinear law with increasing temperature. 

Vladimir Morkun, Natalia Morkun, Vitaliy Tron, Olga Porkuian, Oleksandra Serdiuk, Tetiana Sulyma 
Application of Magnetic and Ultrasonic Methods for Determining Parameters of Ferromagnetic Component in Iron Ore Slurry Flows 

The article considers the method for controlling the ferromagnetic component content in slurry flow by ultrasonic and magnetic 
measurements. One of the basic factors determining the efficiency of magnetic separators at iron ore concentration plants  
is the quality of distribution of the ground ore into the product containing the ferromagnetic component and the waste rock. Due  
to the fact that in most cases, magnetic separators extract minerals with strongly magnetic properties, it is essential to find  
the magnetic component content in the input ore and products of its distribution in order to improve control over the technological 
process. Currently, low accuracy and reliability make existing means of operative control over the ferromagnetic component  
content in the slurry flow inefficient. Density of slurry is one of the primary disturbing factors affecting the accuracy  
of measurements, and this fact determines the necessity of measuring this parameter while controlling the ferromagnetic  
component content. Combined methods of measurements are a promising trend in designing sensors of useful component content 
in the slurry flow. The article describes the method for controlling the ferromagnetic component content in slurry flow by ultrasonic 
and magnetic measurements. 

Ould Mohamed Mohamed Vall 
Design of Decoupled PI Controllers for Two-Input Two-Output Networked Control Systems with Intrinsic and Network-Induced Time Delays 

Proportional integral controller design for two-input two-output (TITO) networked control systems (NCSs) with intrinsic  
and network-induced time delays is studied in this paper. The TITO NCS consists of two delayed sub-systems coupled  
in a 1-1/2-2 pairing mode. In order to simplify the controller design, a decoupling method is first applied to obtain a decoupled  
system. Then, the controllers are designed based on the transfer function matrix of the obtained decoupled system and using  
the boundary locus method for determining the stability region and the well-known Mikhailov criterion for the stability test.  
A comparative analysis of the designed controllers and other controllers proposed in previous literature works is thereafter carried 
out. To demonstrate the validity and efficacy of the proposed method and to show that it achieves better results than other  
methods proposed in earlier literature works, the implementation in simulation of Wood–Berry distillation column model  
(methanol–water separation), a well-known benchmark for TITO systems, is carried out. 

Vikas Singh Panwar, Anish Pandey, Muhammad Ehtesham Hasan 
Generalized Regression Neural Network (GRNN) Architecture-Based Motion Planning and Control of an E-Puck Robot  
in V-Rep Software Platform 

This article focuses on the motion planning and control of an automated differential-driven two-wheeled E-puck robot using  
Generalized Regression Neural Network (GRNN) architecture in the Virtual Robot Experimentation Platform (V-REP) software  
platform among scattered obstacles. The main advantage of this GRNN over the feedforward neural network is that it provides  
accurate results in a short period with minimal error. First, the designed GRNN architecture receives real-time obstacle information 
from the Infra-Red (IR) sensors of an E-puck robot. According to IR sensor data interpretation, this architecture sends the left  
and right wheel velocities command to the E-puck robot in the V-REP software platform. In the present study, the GRNN  
architecture includes the MIMO system, i.e., multiple inputs (IR sensors data) and multiple outputs (left and right wheel velocities). 
The three-dimensional (3D) motion and orientation results of the GRNN architecture-controlled E-puck robot are carried out  
in the V-REP software platform among scattered and wall-type obstacles. Further on, compared with the feedforward neural  
network, the proposed GRNN architecture obtains better navigation path length with minimum error results. 
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Michal Korbut, Dariusz Szpica  
A Review of Compressed Air Engine in The Vehicle Propulsion System 

Engines powered by compressed air as a source of propulsion are known for many years. Nevertheless, this type of drive  
is not commonly used. The main reason for not using commonly is the problem with the low energy density of the compressed air. 
They offer a number of advantages, primarily focusing on the possibility of significantly lowering the emissions of the engine. Their 
emissivity mainly depends on the method of obtaining compressed air. This also has an impact on the economic aspects  
of the drive. Currently there are only a few, ready to implement, compressed air powered engine solutions available on the market. 
A major advantage is the ability to convert internal combustion engines to run with compressed air. The study provides a literature 
review of solutions, focusing on a multifaceted analysis of pneumatic drives. Increasing vehicle approval requirements relating  
to their emissions performance are encouraging for the search of alternative power sources. This creates an opportunity  
for the development of unpopular propulsion systems, including pneumatic engines. Analysing the works of some researchers,  
it is possible to notice a significant increase in the efficiency of the drive, which may contribute to its popularisation. 

Youssef Benfatah, Amine El Bhih, Mostafa Rachik, Marouane Lafif 
An Output Sensitivity Problem for a Class of Fractional Order Discrete-Time Linear Systems 

Consider the linear discrete-time fractional order systems with uncertainty on the initial state {

Δαxi+1 = Axi + Bui,    i ≥ 0
x0 = τ0 + τ̂0 ∈ ℝn,    τ̂0 ∈ Ω
yi = Cxi,    i ≥ 0

, 

where A, B and C are appropriate matrices, x0 is the initial state, yi is the signal output, α the order of the derivative, τ0 and τ̂0 
are the known and unknown part of x0, respectively, ui = Kxi is feedback control and Ω ⊂ ℝn is a polytope convex of vertices 

w1, w2, . . . , wp. According to the Krein–Milman theorem, we suppose that  τ̂0 = ∑  
p

j=1
αjwj for some unknown coefficients 

α1 ≥ 0, . . . , αp ≥ 0    such that    ∑  
p

j=1
αj = 1. In this paper, the fractional derivative is defined in the Grünwald–Letnikov sense. 

We investigate the characterisation of the set χ(τ̂0, ϵ) of all possible gain matrix K that makes the system insensitive to the un-

known part τ̂0, which means  χ(τ̂0, ϵ) = {K ∈ ℝm×n / ∥
∂yi

∂αj
∥≤ ϵ,   ∀j = 1, . . . , p, ∀i ≥ 0}, where the inequality  ∥

∂yi

∂αj
∥≤ ϵ  

showing the sensitivity of  yi relatively to uncertainties  {αj}j=1

p
 will not achieve the specified threshold ϵ > 0. We establish, under 

certain hypothesis, the finite determination of  χ(τ̂0, ϵ) and we propose an algorithmic approach to made explicit characterisation 
of such set. 

Per Lindh, Polina Lemenkova 
Evaluation of Different Binder Combinations of Cement, Slag and CKD for S/S Treatment of TBT Contaminated Sediments 

The seabed in the ports needs to be regularly cleaned from the marine sediments for safe navigation. Sediments contaminated  
by tributyltin (TBT) are environmentally harmful and require treatment before recycling. Treatment methods include leaching,  
stabilisation and solidification to remove toxic chemicals from the sediments and improve their strength for reuse  
in the construction works. This study evaluated the effects of adding three different binder components (cement, cement kiln dust 
(CKD) and slag) to treat sediment samples collected in the port of Gothenburg. The goal of this study is to assess the leaching  
of TBT from the dredged marine sediments contaminated by TBT. The various methods employed for the treatment of sediments 
include the application of varied ratios of binders. The project has been performed by the Swedish Geotechnical Institute (SGI)  
on behalf of the Cementa (Hei-delbergCement Group) and Cowi Consulting Group, within the framework of the Arendal project.  
An ex-periment has been designed to evaluate the effects of adding CKD while reducing cement and slag for sediment treatment. 
Methods that have been adopted include laboratory processing of samples for leaching using different binder combinations,  
followed by statistical data processing and graphical plot-ting. The results of the experiment on leaching of TBT for all samples  
are tested with a varied ratio of cement, slag, CKD and water. Specimens with added binders 'cement/CKD' have demonstrated 
higher leaching compared to the ratio 'cement/slag/CKD' and 'cement/slag'. The 'CKD/slag' ratio has presented the best results  
followed by the ‘cement/slag/CKD’, and can be used as an effective method of s/s treatment of the sediments. The results have 
shown that the replacement of cement and slag by CKD is effective at TBT leaching for the treatment of toxic marine sediments 
contaminated by TBT. 
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Anna Kasperczuk 
Selected Morphotic Parameters Differentiating Ulcerative Colitis from Crohn’s Disease 

This paper presents a method that binds statistical and data mining techniques, which aims to support the decision-making  
process in selected diseases of the digestive system. Currently, there is no precise diagnosis for ulcerative colitis (UC)  
and Crohn's disease (CD). Specialist physicians must exclude many other diseases occurring in the colon. The first goal of this 
study is a retrospective analysis of medical data of patients hospitalised in the Department of Gastroenterology and Internal  
Diseases, Bialystok, and finding the symptoms differentiating the two analysed diseases. The second goal is to build a system  
that clearly points to one of the two diseases UC or CD, which shortens the time of diagnosis and facilitates the future treatment  
of patients. The work focuses on building a model that can be the basis for the construction of action rules, which are one  
of the basic elements in the medical recommendation system. Generated action rules indicated differentiating factors,  
such as mean corpuscular volume, platelets (PLTs), neutrophils, monocytes, eosinophils, basophils, alanine aminotransferase 
(ALAT), creatinine, sodium and potassium. Other important parameters were smoking and blood in stool. 

Paweł Dzienis 
Perturbations of the Depth of Liquid Penetration into the Capillary During the Bubble Departures 

In the present paper, the influence of bubble size on liquid penetration into the capillary was experimentally and numerically  
studied. In the experiment, bubbles were generated from a glass capillary (with an inner diameter equal to 1 mm) in a glass tank 
containing distilled water, tap water or an aqueous solution of calcium carbonate. These liquids differ in the value of their surface 
tension, which influences the bubble size. During experimental investigations, air pressure fluctuations in the gas supply system 
were measured. Simultaneously, the videos showing the liquids’ penetration into the capillary were recorded. Based on the videos, 
the time series of liquid movements inside the capillary were recovered. The numerical models were used to study the influence  
of bubble size on the velocity of liquid flow above the capillary and the depth of liquid penetration into the capillary. It was shown 
that the air volume flow rate and the surface tension have the greatest impact on the changes of pressure during a single cycle  
of bubble departure (Δp). The changes in pressure during a single cycle of bubble departure determine the depth of liquid  
penetration into the capillary. Moreover, the values of Δp and, consequently, the depth of liquid penetration can be modified by 
perturbations in the liquid velocity above the capillary outlet. 
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Abstract: The contact problem for interaction between an elastic sphere and an elastic half-space is considered taking into account partial 
thermomechanical frictional slip induced by thermal expansion of the half-space. The elastic constants of the bodies are assumed  
to be identical. The Amontons–Coulomb law is used to account for friction. The problem is reduced to non-linear boundary integral 
equations that correspond to the initial stage of mechanical loading and the subsequent stage of thermal loading. The dependences  
of the contact stress distribution, relative displacements of the contacting surfaces, dimensions of the stick and slip zones on temperature 
of the half-space are studied numerically. It was revealed that an increase in temperature causes increases in the shear contact stress  
and the relative shear displacements of the contacting surfaces. The absolute values of the shear contact stress reach their maximum  
at the boundaries of the stick zones. The greatest value of the moduli of the relative shear displacements are reached at the boundary  
of the contact region. The stick zone radius decreases monotonically according to a nonlinear law with increasing temperature. 

Key words: elastic contact, thermomechanical slip, stick and slip zones, contact stresses, integral equation, numerical solution,  
                     iterative method 

1. INTRODUCTION 

Solving contact problems on the interaction of elastic bodies 
often requires taking account of the friction between the contact-
ing surfaces. The complexity of such problems is usually caused 
by the fact that the contact surface and the stick and slip zones 
arising on it are unknown and can have a complex unpredictable 
shape, which varies with the applied loading. These circumstanc-
es lead to nonlinearities in the formulation of such problems that 
significantly complicates their solving. 

The investigations of partial frictional slip for various types of 
mechanical loading were initiated by Cattaneo (1938) and Mindlin 
(1949) and are actively continuing thus far. The reviews of such 
studies are presented in numerous papers (Kalker, 1977; Hills and 
Urriolagoitia Sosa, 1999; Barber and Ciavarella, 2000; 
Goryacheva and Martynyak, 2014) and books (Johnson, 1985; 
Hills et al., 1993; Ostryk and Ulitko, 2006; Popov, 2017; Barber, 
2018; Ostryk, 2018). 

In real operating conditions, the contacting bodies are often 
heated, and this can lead to change in the conditions in the con-
tact region. Therefore, taking into account temperature effects 
plays an important role in the investigation of contact interactions. 
The major studies in this area are dedicated to investigation of the 
non-frictional thermoelastic contact (Borodachev, 1962; Grilitskii 
and Shelestovskii, 1970; Barber, 1973; Dundurs and Panek, 1976; 
Comninou et al., 1981; Krishtafovich and Martynyak, 1999; 
Kulchytsky-Zhyhailo et al., 2001; Martynyak and Chumak, 2012; 

Chumak 2018; Chumak and Martynyak, 2019) and investigation of 
the effects associated with heat generation due to sliding friction 
(Barber, 1976; Yevtushenko and Kulchytsky-Zhyhailo, 1996; 
Grilitskii and Pauk, 1997; Pauk, 2006; Kulchytsky-Zhyhailo et al., 
2011). 

However, thermal deformations can also cause partial slip of 
the contacting surfaces when bodies are heated. Determining 
distributions of the resultant shear contact stress as well as 
boundaries of slip and stick zones is especially important in the 
investigation of fretting wear and fatigue of real components of 
machines and structures (Hills and Urriolagoitia Sosa, 1999). 
Thermomechanical partial slip has been studied in a few works 
only. Pauk (2005, 2007) investigated thermally induced partial slip 
between a flat-ended punch and an elastic half-space with differ-
ent temperatures. The thermoelastic stick-slip contact problem for 
two semi-infinite solids in the presence of a single thermoinsulated 
interface gap was studied by Malanchuk et al. (2011). The effect 
of thermal conductivity of an interstitial medium on partial slip 
between a textured half-space and a flat half-space, which is 
caused by an imposed heat flow, was examined by Chumak et al. 
(2014). 

This paper aims to investigate partial frictional slip between 
the contacting surfaces of an elastic sphere and an elastic half-
space that is caused by sequentially applied mechanical and 
thermal loads. The effect of the thermal load on the shear contact 
stress, relative slip of the contacting surfaces, and dimensions of 
the stick and slip zones will be studied. 

https://orcid.org/0000-0002-4400-7824
https://orcid.org/0000-0001-7613-1427
https://orcid.org/0000-0002-7033-0836
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2. STATEMENT OF THE PROBLEM 

Consider the contact problem for an interaction between an 
elastic sphere and an elastic half-space. The bodies are assumed 
to be isotropic and have identical elastic properties characterised 

by Young’s modulus E and Poisson’s ratio ν. The initial tempera-
tures of the bodies are zero. The bodies are loaded in two stages. 
Initially the sphere is pressed into contact with the half-space by a 

normal force P. The radius a0 of the resultant contact region is 

supposed to be small in comparison with the radius R of the 

sphere (a0 ≪  R). Then, while the normal force is held constant, 

the half-space is uniformly heated to the temperature T and the 
thermal linear expansion of the half-space occurs. The contact 
surface is assumed to be thermoinsulated. The relative displace-
ments of the points of the contacting surfaces resulting from the 
thermal expansion of the half-space are partially restrained by 
friction obeying the Amontons-Coulomb law (Kalker, 1977). 

We will consider the problem in a three-dimensional formula-
tion. Let us introduce the coordinate system in such a way that the 
elastic half-space is determined by the inequality z ≤ 0, and the 
origin of the coordinate system is the point of initial contact be-
tween the sphere and the half-space (Fig. 1).  

 
Fig. 1. The schema of contact interaction 

Considering that the contact region radius is small in compari-
son with the sphere radius, the sphere can be replaced by the 

elastic half-space z ≥ 0. Below we will consider the contact 
boundary conditions separately for each of the two loading stages. 

The boundary conditions at the first loading stage are speci-

fied in the bounded domain Ω of the plane z = 0, containing an 

unknown contact region Ω0. Since the contacting materials are 
identical, the elastic shear displacements of the points of the 
contacting surfaces are the same and friction does not arise 
(Johnson, 1985). Thus the shear stresses on the both contacting 
surfaces are zero and the boundary conditions in every point 

s = (x, y) ∈ Ω  can be written as follows (Barber, 2018): 

𝑔(𝑠) ≥ 0, 𝑠 ∈ 𝛺;  (1a) 

𝑝(𝑠) ≥ 0, 𝑠 ∈ 𝛺; (1b) 

𝑔(𝑠) ∙ 𝑝(𝑠) = 0, 𝑠 ∈ 𝛺.  (1c) 

In the relations expressed in Eq. (1), g(s) is a function of a 
gap between the bodies: 

𝑔(𝑠) = 𝑢𝑧
(1)(𝑠, 0) − 𝑢𝑧

(2)(𝑠, 0) + 𝑔0(𝑠) − Δ, (2) 

where uz
(1)(s, 0), uz

(2)(s, 0) denotes normal elastic displace-
ments of the points of the contacting surfaces; Δ denotes the 

approach of two bodies; and g0(s) denotes the initial gap be-
tween the bodies in their undeformed state. As the sphere radius 

R is large in comparison with the contact region radius, the initial 
gap g0(s) near the origin of the coordinate system can be ap-
proximately represented in the following form (Johnson, 1985): 

𝑔0(𝑠) =
𝑥2+𝑦2

2𝑅
.  (3) 

The function 𝑝(𝑠) in Eq. (1) describes the contribution of a 

contact pressure in the domain 𝛺. 

The condition (1a) means the non-negativity of the gap 𝑔(𝑠) 
between the bodies (there is no interpenetration), the condition 

(1b) means the non-negativity of the contact pressure 𝑝(𝑠), the 
condition (1c) means that contact pressure is zero outside the 
contact region and the gap is zero inside this region. 

The relationship between the unknown functions 𝑔(𝑠) and 

𝑝(𝑠), in accordance with the Boussinesq’s solution (Johnson, 
1985), is expressed in the following integral form 

𝑔(𝑠) = 2 ∙
(1−𝜈2)

𝜋𝐸
∫

𝑝(𝑠′)

𝑟
𝑑𝑠′  + 𝑔0(𝑠) − Δ 𝛺

, (4) 

where 𝑟 = |𝑠 − 𝑠′| = √(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2. 

The relations obtained in Eq. (1) should be supplemented with 
the following equilibrium condition: 

𝑃 = ∫ 𝑝(𝑠)𝑑𝑠
𝛺

. (5) 

When the approach Δ of the bodies is given, the condition in 
Eq. (5) is used for determination of the pressing force 𝑃 ensuring 

the approach Δ. 
Thus, at the first loading stage, the problem is reduced to 

determination of the function 𝑝(𝑠), which satisfies the boundary 
conditions in Eq. (1) (taking into account the relations in Eq. (4)) at 

every point of the domain 𝛺. Once the contact pressure 𝑝(𝑠) is 
found, the contact region 𝛺0 is determined from the condition 

𝑔(𝑠) = 0. 
Heating the lower half-space to the constant temperature 

T >  0 gives rise to thermal shear displacements of its boundary. 
These displacements lead to the appearance of a peripheral 
annular zone of slippage of the contacting surfaces, where friction 

forces act, and a central circular zone 𝛺1 of stick of the contacting 
surfaces. The radius of the zone 𝛺1  is 𝑎1 (𝑎1 < 𝑎0). 

Therefore, the thermal expansion of the surface of the lower 
half-space in the presence of friction will cause relative shear 
displacements of the contacting surfaces 𝑢𝑥(𝑠), 𝑢𝑦(𝑠) and the 

shear stresses 𝜏𝑧𝑥
(1)(𝑠, 0), 𝜏𝑧𝑦

(1)(𝑠, 0) , 𝜏𝑧𝑥
(2)(𝑠, 0)  𝜏𝑧𝑦

(2)(𝑠, 0)  on 

the contacting surfaces. 
When the elastic constants of the bodies are the same, the 

shear stresses do not affect the geometry of the contact region 𝛺0 
and the distribution of the contact pressures 𝑝(𝑠) (Johnson, 

1985). Thus, we will assume that the domain 𝛺0 as well as the 

function 𝑝(𝑠) are known and have been determined when solving 
the problem for the first loading stage. 

The following formulas are valid for displacements 𝑢𝑥(𝑠) and 

𝑢𝑦(𝑠): 

𝑢𝑥(𝑠) = 𝑢𝑥
(1)(𝑠, 0) − 𝑢𝑥

(2)(𝑠, 0) − �̃�𝑥
(2)(𝑠),  (6a) 

𝑢𝑦(𝑠) = 𝑢𝑦
(1)(𝑠, 0) − 𝑢𝑦

(2)(𝑠, 0) − �̃�𝑦
(2)(𝑠), (6b) 

where: 𝑢𝑥
(1)(𝑠, 0), 𝑢𝑦

(1)(𝑠, 0) and 𝑢𝑥
(2)(𝑠, 0), 𝑢𝑦

(2)(𝑠, 0) are the 

elastic shear displacements of the upper and the lower contacting 
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surfaces that are caused by the contact shear stresses; 

�̃�𝑥
(2)(𝑠) = 𝛼 ⋅ 𝑥 ⋅ T,  �̃�𝑦

(2)(𝑠) = 𝛼 ⋅ 𝑦 ⋅ T are the shear 

displacements of the points of the lower contacting surface that 
are caused by thermal expansion of the lower half-space  
(𝛼 denotes the coefficient of linear thermal expansion) (Nowacki, 
1986). 

The contact boundary conditions for the second loading stage 
include the conditions of equality of shear stresses on the 

surfaces inside the contact region 𝛺0 

𝜏𝑧𝑥
(1)(𝑠, 0) = 𝜏𝑧𝑥

(2)(𝑠, 0),  𝜏𝑧𝑦
(1)(𝑠, 0) = 𝜏𝑧𝑦

(2)(𝑠, 0), 𝑠 ∈ 𝛺0 (7) 

and the relations of the Amontons–Coulomb law. 
In view of Eq. (7), it is sufficient to write the Amontons–

Coulomb law for the contact stress acting on the upper contacting 
surface only. 

Denoting 

𝑞𝑥(𝑠) ≡ −𝜏𝑧𝑥
(1)(𝑠, 0), 𝑞𝑦(𝑠) ≡ −𝜏𝑧𝑦

(1)(𝑠, 0), (8) 

the relations of the Amontons-Coulomb law can be represented as 
(Kalker, 1977) 

|�⃗�| ≤ 𝜇 ∙ 𝑝(𝑠), 𝑠 ∈ 𝛺0, (9a) 

|�⃗⃗�| ≠ 0 ⇒  �⃗� = −𝜇 ∙ 𝑝(𝑠) ∙
�⃗⃗⃗�

|�⃗⃗⃗�|
, 𝑠 ∈ 𝛺0, (9b) 

where: �⃗� = (𝑞𝑥(𝑠), 𝑞𝑦(𝑠)) is the vector of specific shear stress 

acting on the upper contacting surface at the point 𝑠;  

�⃗⃗� = (𝑢𝑥(𝑠), 𝑢𝑦(𝑠)) is the vector of shear displacement of the 

upper contacting surface with respect to the lower one at the 

point 𝑠; and 𝜇 denotes the coefficient of friction. 
Passing from the vectors �⃗�, �⃗⃗� to their components, the 

conditions in Eq. (9) can be rewritten in the following equivalent 
form: 

√𝑞𝑥
2(𝑠) + 𝑞𝑦

2(𝑠) ≤ 𝜇 ⋅ 𝑝(𝑠), 𝑠 ∈ 𝛺0; (10a) 

𝑞𝑥(𝑠)√𝑢𝑥
2(𝑠) + 𝑢𝑦

2(𝑠) + 𝜇 ⋅ 𝑝(𝑠)𝑢𝑥(𝑠) = 0,  𝑠 ∈ 𝛺0; (10b) 

𝑞𝑦(𝑠)√𝑢𝑥
2(𝑠) + 𝑢𝑦

2(𝑠) + 𝜇 ⋅ 𝑝(𝑠)𝑢𝑦(𝑠) = 0,  𝑠 ∈ 𝛺0. (10c) 

The condition (10a) means that the absolute value of the 
shear stress at any point of the contact region 𝛺0 does not 

exceed the product of the coefficient of friction 𝜇 and the contact 
pressure value at this point. The conditions (10b) and (10c) mean 
that for all the points of the contact region where slippage takes 

place (|�⃗⃗�| ≠  0) the equality |�⃗�| = 𝜇 ∙ 𝑝(𝑠) holds, and the 

vector of shear stress �⃗� and vector of the relative displacement of 
the contacting surfaces �⃗⃗� have opposite direction. For stick 

(|�⃗⃗�| = 0), the equalities (10b) and (10c) become identities. 
According to the Cerruti solution (Johnson, 1985), the 

differences in the shear elastic displacements in Eq. (6) can be 
expressed in the following integral form: 

𝑢𝑥
(1)(𝑠, 0) − 𝑢𝑥

(2)(𝑠, 0) = ∫ 𝐾𝑥𝑥(𝑠, 𝑠
′)𝑞𝑥(𝑠

′)𝑑𝑠′
𝛺

+

 ∫ 𝐾𝑥𝑦(𝑠, 𝑠
′)𝑞𝑦(𝑠

′)𝑑𝑠′,
𝛺

 (11a) 

𝑢𝑦
(1)(𝑠, 0) − 𝑢𝑦

(2)(𝑠, 0) = ∫ 𝐾𝑦𝑥(𝑠, 𝑠
′)𝑞𝑥(𝑠

′)𝑑𝑠′
𝛺

+

∫ 𝐾𝑦𝑦(𝑠, 𝑠
′)𝑞𝑦(𝑠

′)𝑑𝑠′,
𝛺

 (11b) 

where:  

𝐾𝑥𝑥(𝑠, 𝑠
′) = 2 ⋅

(1 − 𝜈2)

𝜋𝐸
∙
1

𝑟
+ 2 ∙

𝜈(1 + 𝜈)

𝜋𝐸
∙
(𝑥 − 𝑥′)2

𝑟3
; 

𝐾𝑥𝑦(𝑠, 𝑠
′) = 𝐾𝑦𝑥(𝑠, 𝑠

′) = 2 ∙
𝜈(1 + 𝜈)

𝜋𝐸
∙
(𝑥 − 𝑥′)(𝑦 − 𝑦′)

𝑟3
;  

𝐾𝑦𝑦(𝑠, 𝑠
′) = 2 ⋅

(1 − 𝜈2)

𝜋𝐸
∙
1

𝑟
+ 2 ∙

𝜈(1 + 𝜈)

𝜋𝐸
∙
(𝑦 − 𝑦′)2

𝑟3
; 

𝑟 = |𝑠 − 𝑠′| = √(𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2. 

Therefore, the problem for the second loading stage is 

reduced to determining the functions 𝑞𝑥(𝑠), 𝑞𝑦(𝑠), which satisfy 

the relations obtained in Eq. (10) (taking into account Eqs (6) and 

(11)) at every point of the contact region 𝛺0, and the function 

𝑝(𝑠) is known from the solution of the problem for the first loading 
stage. Once the distributions of the shear contact stresses 

𝑞𝑥(𝑠),  𝑞𝑦(𝑠) are found, the stick zone 𝛺1 is determined from 

the condition |�⃗⃗�| =  0. 

3. INTEGRAL EQUATIONS OF THE CONTACT PROBLEM 

To obtain integral equations describing the contact interaction 
of the bodies at the first and second loading stages, we use the 
approach proposed in the literature (Aleksandrov, 2015; 
Alexandrov and Streliaiev, 2014; Streliaiev, 2016). 
According to it, consider the helper functions: 

𝐻(𝑥) = {
𝑥, if 𝑥 ≥ 0,
0, if 𝑥 < 0,

  (12) 

𝑄(𝑥, 𝑦, 𝑧) = {
 𝑥,          if  √𝑥2 + 𝑦2 ≤ 𝑧,
𝑥𝑧

√𝑥2+𝑦2
, if  √𝑥2 + 𝑦2 > 𝑧.

 (13) 

The following theorems (provided below without proof) hold for 
the properties of the helper functions (Aleksandrov, 2015). 

Theorem 1. For any real numbers 𝑥, 𝑦, the system 

{

𝑥 ≥ 0,
𝑦 ≥ 0,
𝑥 ⋅ 𝑦 = 0

 (14) 

is equivalent to the equality 

𝑥 = 𝐻(𝑥 − 𝛦 ⋅ 𝑦),  (15) 

where 𝛦 is an arbitrary positive number. 
Theorem 2. For any real numbers 𝑥, 𝑦, 𝑢, 𝑣 and any non-

negative number 𝑧, the system of relations 

{

√𝑥2 + 𝑦2 ≤ 𝑧,

𝑥 ⋅ √𝑢2 + 𝑣2 + 𝑧 ⋅ 𝑢 = 0,

𝑦 ⋅ √𝑢2 + 𝑣2 + 𝑧 ⋅ 𝑣 = 0

  (16) 

is equivalent to the system of equalities 

{
𝑥 = 𝑄(𝑥 − 𝛦𝑢, 𝑦 − 𝛦𝑣, 𝑧),

𝑦 = 𝑄(𝑦 − 𝛦𝑣, 𝑥 − 𝛦𝑢, 𝑧),
  (17) 

where 𝛦 is an arbitrary positive number. 
As follows from the Theorem 1, boundary conditions in Eq. (1) 

with the use of the function 𝐻 can be expressed as a single 

nonlinear integral equation for the function 𝑝(𝑠) defined in the 

domain 𝛺: 
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𝑝(𝑠) = 𝐻(𝑝(𝑠) − Ε1 ⋅ 𝑔(𝑠)) (18) 

where Ε1 is an arbitrary positive number. 
In view of the Theorem 2, the boundary conditions in Eq. (10) 

are reduced to a system of nonlinear integral equations for the 
functions 𝑞𝑥(𝑠),  𝑞𝑦(𝑠) defined in the domain 𝛺0: 

{
𝑞𝑥(𝑠) = 𝑄 (𝑞𝑥(𝑠) − Ε2𝑢𝑥(𝑠), 𝑞𝑦(𝑠) − Ε2𝑢𝑦(𝑠), 𝜇 ⋅ 𝑝(𝑠)) ,

𝑞𝑦(𝑠) = 𝑄 (𝑞𝑦(𝑠) − Ε2𝑢𝑦(𝑠), 𝑞𝑥(𝑠) − Ε2𝑢𝑥(𝑠), 𝜇 ⋅ 𝑝(𝑠)) ,

 (19) 

where Ε2 is an arbitrary positive number, and the non-negative 
function 𝑝(𝑠) is known from the solution of Eq. (18). 

The method proposed by Aleksandrov (2015) is utilised to 
solve the system of integral Eqs (18) and (19) numerically. This 
method includes regularisation of integral equations, discretisation 
of the regularised equations and usage of an iterative process for 
obtaining an approximate solution to discrete analogs of the 
regularised equations. 

Such discrete analogs can be obtained by defining the domain 
𝛺 as an open square which is bounded by straight lines parallel to 

the axes 𝑂𝑥, 𝑂𝑦. Let us divide the domain 𝛺 for every positive 

integer 𝑛 into 𝑛2 square domains 𝜔1, 𝜔2, . . . , 𝜔𝑛2 of equal area 

that are arranged as the square 𝛺. Assuming that the unknown 

function 𝑝(𝑠) has a constant value 𝑝𝑘  on every element 𝜔𝑘  at 

the first loading stage, we obtain the following system of 𝑛2 non-
linear scalar equations for an approximate solution to Eq. (18): 

𝑝𝑘 = 𝐻 (𝑝𝑘 − Ε1 ⋅ (∑ 𝑎𝑘𝑗
1 ⋅ 𝑝𝑗 − 𝑏𝑘

1𝑛2

𝑗=1 )). (20) 

We assume that the functions 𝑞𝑥(𝑠) and 𝑞𝑦(𝑠) have 

constant values 𝑞2𝑘−1 and 𝑞2𝑘 on every element 𝜔𝑘  at the 
second loading stage. Then the discrete analog of the system in 
Eq. (19) has the following form: 

{
 
 

 
 𝑞2𝑘−1 = 𝑄(𝑞2𝑘−1 − Ε2 ⋅ (∑ 𝑎2𝑘−1 𝑗

2 ⋅ 𝑞𝑗 − 𝑏2𝑘−1
22𝑛2

𝑗=1 ),

                𝑞2𝑘 − Ε2 ⋅ (∑ 𝑎2𝑘 𝑗
2 ⋅ 𝑞𝑗 − 𝑏2𝑘

22𝑛2

𝑗=1 ), 𝜇 ∙ 𝑝𝑘);

𝑞2𝑘 = 𝑄(𝑞2𝑘 − Ε2 ⋅ (∑ 𝑎2𝑘 𝑗
2 ⋅ 𝑞𝑗 − 𝑏2𝑘

22𝑛2

𝑗=1 ),                 

  𝑞2𝑘−1 − Ε2 ⋅ (∑ 𝑎2𝑘−1 𝑗
2 ⋅ 𝑞𝑗 − 𝑏2𝑘−1

22𝑛2

𝑗=1 ), 𝜇 ∙ 𝑝𝑘).

(21) 

In (20) and (21),  𝑘 = 1, 𝑛2̅̅ ̅̅ ̅̅ , numerical parameters 𝑎𝑖𝑗
1  

and 𝑎𝑘𝑗
2  are the elements of the compliance matrix of the 

contacting bodies, 𝑏𝑖
1 and 𝑏𝑖

2 define the loading conditions at the 
first and second stages respectively. The approximate solutions of 
the systems in Eqs (20) and (21) are found using the iterative 
method (Aleksandrov, 2015). 

4. NUMERICAL RESULTS AND THEIR ANALYSIS 

Numerical calculations are performed for the coefficient of 

friction 𝜇 = 0.5, Poisson’s ratio 𝜈 = 0.3 and the dimensionless 
quantities 

�̅� =
𝑥

𝑅
, �̅� =

𝑦

𝑅
, �̅�(𝑠) =

𝑝(𝑠)

𝐸
,    𝑞

𝑥
(𝑠) =

𝑞𝑥(𝑠)

𝐸
, 

 𝑞
𝑦
(𝑠) =

𝑞𝑦(𝑠)

𝐸
,  𝑢𝑥(𝑠) =

𝑢𝑥(𝑠)

𝑅
,  �̅�𝑦(𝑠) =

𝑢𝑦(𝑠)

𝑅
, 

 𝑃 =
𝑃

𝐸 ⋅ 𝑅2
, Δ̅ =

Δ

𝑅
,  𝑎1 =

𝑎1
𝑅
, T = 𝛼 ⋅ T. 

Fig. 2 shows the contact pressure �̅� = �̅�(�̅�, 0) versus the 

coordinate �̅� when the approach of the bodies equals Δ̅ = 2.7 ⋅

10−4 and the corresponding pressing force is 𝑃 = 3.2 ⋅ 10−6. 
The solid line corresponds to the Hertz pressure distribution for an 
axisymmetric normal contact (Johnson, 1985), and the circles 
correspond to the numerical solution of Eq. (20) (the first loading 

stage, T =  0). 
As seen in Fig. 2, the numerical solution of the problem for the 

first loading stage and the Hertz analytical solution agree very 
closely. 

To analyse the effect of thermomechanical slip on the contact 
interaction parameters, numerical calculations are performed for 

various values of temperature T at the fixed value of the pressing 

force 𝑃 = 3.2 ⋅ 10−6. 

.  
Fig. 2. Contact pressure distribution 

Fig. 3 shows the shear contact stress  q
x
=   q

x
(x, 0) versus 

the coordinate x̅ for various values of temperature T. The curves 
have kinks at the points x̅ = ±a1 corresponding to the ends of 
stick zones. As temperature is increased, the absolute value of 

the shear contact stress | q
x
(x, 0)| increases and reaches its 

maximum at the ends of stick zones. The curve | q
x
(x, 0)| within 

the slip zones coincides with the curve μ ∙ p̅(x̅, 0), therefore the 
shear stress is zero at the ends of the contact region. Within the 
stick zone, the shear stress is less than pressure multiplied by the 
coefficient of friction and is zero in the center of the contact region 

(at x̅ = 0).  

 
Fig. 3. Shear contact stress distribution 
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Fig. 4 shows the relative shear displacements   𝑢𝑥 =
𝑢𝑥(𝑥, 0) of the contacting surfaces in the contact region versus 

the coordinate �̅� for various values of temperature T. The 
horizontal sections lying on the axis 𝑂�̅� correspond to the stick 
zones, and the curved sections correspond to the slip zones 
where the relative shear displacements of the surfaces occur. The 
relative shear displacements increase with increasing 
temperature, and their maximum value is reached at the boundary 
of the contact region. 

 
Fig. 4. Relative shear displacements of contacting surfaces versus  
           coordinate 

Fig. 5 shows the approximate boundaries of the stick zones 
calculated numerically for different values of temperature. Here, 

T = 0 corresponds to the contact region at the first loading stage. 
The contact region does not change at the second stage of 
thermal loading. The perimeters of the regions with different 
shades of gray correspond to boundaries of the circular stick 
zones and annular slip zones which arise at different discrete 

values of the heating temperature T of the lower half-space (from 

T = 0.0013 to T = 0.013). 

 
Fig. 5. Shape of stick zones 

Fig. 6 shows the stick zone radius  𝑎1 versus temperature T. 
The circles correspond to the numerical results and the solid line 

corresponds to the fitting curve. The stick zone radius nonlinearly 
depends on temperature and decreases monotonically with 
temperature increasing. The obtained curve suggests that the 
stick zone radius will asymptotically tend to zero as the 
temperature tends to infinity, and the stick region itself will 
contract to a point. 

 
Fig. 6. Stick zone radius versus temperature 

5. CONCLUSIONS 

The problem for contact interaction between identically elastic 
sphere and half-space has been formulated taking into account 
partial thermomechanical frictional slip, which arises in the contact 
region due to thermal expansion of the half-space. 

Nonlinear boundary integral equations that describe the con-
tact interaction of the bodies at successive stages of mechanical 
and thermal loading were obtained. To solve the equations nu-
merically, the method proposed by Aleksandrov (2015) was uti-
lised. It includes regularisation of the integral equations, discreti-
sation of the regularised equations and the use of an iterative 
process to obtain an approximate solution of discrete analogs of 
the regularised equations. 

The effect of temperature of the half-space on the distribution 
of contact stresses, the relative displacements of the contacting 
surfaces, the dimensions of the stick and slip zones was studied. 
It was revealed that an increase in temperature causes increases 
in the shear contact stress and the relative shear displacements of 
the contacting surfaces. The absolute values of the shear contact 
stress reach their maximum at the boundaries of the stick zones. 
The greatest value of the moduli of the relative shear displace-
ments are reached at the boundary of the contact region. The 
stick zone radius decreases monotonically according to a nonline-
ar law with increasing temperature. 

The obtained results can be useful for analysing different 
types of failure, such as fretting fatigue, creep failure and crack 
nucleation. 
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Abstract: The article considers the method for controlling the ferromagnetic component content in slurry flow by ultrasonic and magnetic 
measurements. One of the basic factors determining the efficiency of magnetic separators at iron ore concentration plants is the quality  
of distribution of the ground ore into the product containing the ferromagnetic component and the waste rock. Due to the fact that in most 
cases, magnetic separators extract minerals with strongly magnetic properties, it is essential to find the magnetic component content  
in the input ore and products of its distribution in order to improve control over the technological process. Currently, low accuracy  
and reliability make existing means of operative control over the ferromagnetic component content in the slurry flow inefficient. Density  
of slurry is one of the primary disturbing factors affecting the accuracy of measurements, and this fact determines the necessity 
of measuring this parameter while controlling the ferromagnetic component content. Combined methods of measurements are a promising 
trend in designing sensors of useful component content in the slurry flow. The article describes the method for controlling the ferromagnetic 
component content in slurry flow by ultrasonic and magnetic measurements.  

Key words: ferromagnetic component, ultrasound, slurry, ore, lamb waves 

1. INTRODUCTION 

The efficiency of controlling processes in iron ore concentra-
tion is mostly conditioned by the frequency and accuracy of the 
data entry of the process parameters (Kupin, 2014; Hauptmann et 
al., 2002; Stupnik et al., 2015; Semerikov and Slovak, 2011; 
Modlo et al., 2019).  

Ultrasonic waves are applied for controlling the characteristics 
of technological media (Rzhevsky and Yamshchikov, 1968; Seip 
et al., 1996; Brazhnikov, 1975; Bond et al., 2003) as they enable 
signals from any point of the propagation surface and have rela-
tively larger concentration of energy in a wave due to their smaller 
layer of localisation. The walls of technological vessels and indus-
trial aggregates in iron ore concentration are mostly made of 
metal sheets to conduct ultrasonic control of parameters of con-
tacting media, thus influencing the efficiency of Lamb waves. 
These waves are less susceptible to the impacts of disturbing 
factors than other types of ultrasonic waves. It should be noted 
that Lamb waves are also less susceptible to the condition of the 
surface of wave propagation and the action of gas bubbles in the 
studied medium. In other words, application of Lamb waves en-
sures the set error in measuring parameters of the ferromagnetic 
component of the iron ore slurry at the concentration plant (Zhang 
et al., 2020; Xu and Hu, 2017). 

Thus, investigation into Lamb waves propagating on the plate 
in contact with the iron ore slurry with the purpose of determining 
the parameters of the ferromagnetic component of the flow is 

quite promising and topical (Ni and Chen, 2018; Meng and Yan, 
2019). 

2. LITERATURE ANALYSIS AND PROBLEM  

2.1. Statement 

Ways of increasing the efficiency of ore material concentration 
are considered in previous papers (Golik et al., 2015a; 2015b; Liu 
et al., 2020; Ma et al., 2019; Eremenko et al., 2019). It is worth 
emphasising that obtaining on-line data on technological process 
and iron ore characteristics is a problem in technological flows in 
particular (Lolaev et al., 2018). For exerting control over concen-
tration processes and characteristics of the ore slurry, Morkun et 
al. (2015a; 2015b) suggest using controlled ultrasonic waves. 

Regularities of propagation of ultrasonic waves in liquid under 
the cavitation mode have been studied previously (Louisnard, 
2012a; Yuan et al., 2018; Wan et al., 2020; Zhao et al., 2019). 
Computing methods allow calculation of the energy dispersed by 
bubbles. There is a direct dependency of the energy lost by bub-
bles and attenuation of ultrasonic oscillations, which results in 
progressive waves. The above-described results (Louisnard, 
2012b) enable the calculation of the Bjerknes force and prediction 
of bubble structures formed under the action of progressive 
waves. 

Multimode Lamb waves have been used as a means of non-
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destructive control by Ryden et al. (2003). By measuring the 
various modes in experimental curves of dispersion of Lamb 
waves and comparing them with theoretical curves, some physical 
parameters of the medium under study are obtained. It is ob-
served that the dispersion curves of Lamb waves depend only on 
the parameters of the plate, while their frequency and phase 
velocity can be standardised according to the velocity of shear 
waves and the thickness of the medium’s layer under study. 

As noted previously (Debarnot et al., 2006), the advantage of 
Lamb waves in the context of nondestructive control of various 
ultrasonic waves is that one is able to check a larger area by 
using a minimum number of receivers. As Lamb waves are dis-
persive, a sinusoidal signal of emission is recommended. Lamb 
waves were simulated by applying the ATILA software. 

Previous investigations (Lee and Staszewski, 2009) also indi-
cate that Lamb waves are the most widely used ultrasonic waves 
applied for controlling various media. Yet, theoretical analysis of 
controlled wave propagation is a complicated task to perform. The 
method for simulating local interaction in wave propagation in 
metallic structures is considered. It is worth noting that application 
of the suggested method is complicated by at least two coexisting 
highly dispersive modes at any set frequency. 

The method for controlling the parameters of liquid media by 
ultrasonic Lamb waves is presented by Subhash and Krishnan 
(2011). It is shown that changes in wave characteristics can be 
used as a function depending on the liquid level. As indicated, it is 
necessary to conduct some additional investigations to determine 
the optimal conditions of the measured parameters of the liquid 
medium by applying Lamb waves. 

It follows from other studies (Viktorov, 1966; 1975) that avail-
ability of the magnetic field causes auxiliary attenuation and veloc-
ity dispersion of the volume of ultrasonic waves propagating in the 
studied medium. 

Analysis of scientific sources (Fukumoto et al., 2019; 
Eskandari and Hasanzadeh, 2021; Parekh et al., 2015; Porkuian 
et al., 2020; Parekh and Upadhyay, 2017) indicates that in most 
cases, certain wave types have been used to develop methods of 
ultrasonic control of the characteristics of heterogeneous media. 
To solve the set tasks, the choice of a particular wave type re-
quires consideration of a number of strict requirements and limita-
tions imposed on both characteristics of the propagation surface 
and properties of the controlled medium. Lamb waves can be 
considered promising for determining the parameters of the fer-
romagnetic component of the iron ore slurry flow. At the same 
time, the problem of assessing the scale of impact of the ferro-
magnetic properties of the slurry’s solid phase on the results of 
the measured parameters of these propagating waves remains 
unsolved. 

3. RESEARCH AIM AND TASKS 

The research aims at elaborating the method of controlling the 
ferromagnetic component content in the slurry flow by studying 
the impact of the ferromagnetic properties of the slurry’s solid 
phase on the results of ultrasonic and magnetic measurements. 

To achieve the set goal, it is necessary to solve the following 
tasks: 

 Study the dependencies of the relative volume magnetic 
susceptibility of an aggregate on the volume concentration of 
magnetite inclusions; 

 Study the dependency of the magnetic susceptibility of the 
slurry on the volume concentration of magnetite; 

 Develop a scheme of measuring the ferromagnetic component 
in the iron ore slurry flow by ultrasonic and magnetic methods. 

4. MATERIALS AND RESEARCH METHODS 

Let us consider the method of measuring the ferromagnetic 
component in the iron ore slurry by applying Lamb waves to de-
termine the concentration of the slurry solid phase and assess its 
magnetic susceptibility. 

The method of assessing the intensity of Lamb waves is used 
to define the solid component content in the iron ore slurry. 

If the plate along which the Lamb waves are propagating con-
tacts the liquid and the sound velocity in the liquid Сliq is smaller 
than the velocity of the Lamb wave in the plate С, the Lamb wave 
will attenuate, emitting energy into the liquid. The attenuation 
factor of the Lamb wave per unit length is determined by the 
following expression (Viktorov, 1966; 1975; Morkun et al., 2014; 
Morkun et al., 2015c): 

𝑘2 = −𝑖
𝜌𝑙𝑖𝑞

𝜌
𝑘1 ⋅ 𝐴𝑠,𝑎, (1) 

where liq is the density of the liquid contacting the plate surface; 

and  is the density of the plate material. 

𝐴𝑠,𝑎 = −
𝑖𝑘𝑡

4𝑡ℎ(𝑆𝑠,𝑎 ⋅ 𝑑)
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𝑘𝑠,𝑎
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2𝑆𝑠,𝑎

(𝑡ℎ𝑆𝑠,𝑎𝑑 − 𝑐𝑡ℎ𝑆𝑠,𝑎𝑑) − 

              −
𝑘𝑠,𝑎

2 ⋅𝑑

2𝑞𝑠,𝑎
(𝑡ℎ𝑞𝑠𝑎𝑑 − 𝑐𝑡ℎ𝑞𝑠,𝑎𝑑)]

−1

, (2) 

where ks,a is the wave number of symmetric and antisymmetric 
Lamb waves; d is the plate thickness; kc is the wave number of 
ultrasound in the fluid; 

𝑞𝑠,𝑎 = √𝑘𝑠,𝑎
2 − 𝑘𝑙

2;  (3) 

𝑆𝑠,𝑎 = √𝑘𝑠,𝑎
2 − 𝑘𝑡

2; (4) 

kl and kt are wave numbers of the longitudinal and transversal 
waves of the plate material.  

It should be noted that the attenuation factor of Lamb waves 

steadily rises while ж·−1 increases. It means that k2 can be 
presented as 

𝑘2 =
𝜌с

𝜌
𝐶𝜈, (5) 

where Cv is the value practically independent of liquid density and 
a function of the wave numbers of Lamb, longitudinal and trans-
versal waves of the plate material. 

As the gas phase of the slurry has almost no influence on its 
density, gas bubbles will not affect the attenuation of Lamb waves. 

In this case, the slurry density liq will be determined by the vol-
ume fraction of the solid phase particles in the slurry W, their 

average density sol and the liquid density w: 

𝜌𝑙𝑖𝑞 = (1 − 𝑊)𝜌𝑤 + 𝑊𝜌𝑠𝑜𝑙 . (6) 
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Therefore, the attenuation factor k2 can be presented as 

𝑘2 = [(1 − 𝑊)
𝜌𝑤

𝜌
+ 𝑊

𝜌𝑠𝑜𝑙

𝜌
] 𝐶𝜈. (7) 

Thus, the intensity of Lamb waves at distance l from the wave 
source can be determined by the following formula: 

𝐼𝑙,𝜈 = 𝐼0,𝜈 ⋅ 𝑒𝑥𝑝{−𝑘2𝑙} = 

= 𝐼0,𝜈 𝑒𝑥𝑝 {−[(1 − 𝑊)
𝜌𝑤

𝜌
+ 𝑊

𝜌𝑠𝑜𝑙

𝜌
]𝐶𝜈𝑙}. (8) 

If in Eq. (8), W = 0, we obtain the expression that conditions 
the intensity of Lamb waves when the plate contacts pure water: 

𝐼𝑙,𝜈
∗ = 𝐼0,𝜈 𝑒𝑥𝑝 {−

𝜌𝑤

𝜌
𝐶𝜈𝑙}. (9) 

It is easy to demonstrate that considering Eq. (9), Eq. (8) can 
be presented as follows: 

𝐼𝑙,𝜈 = 𝐼𝑙,𝜈
∗ 𝑒𝑥𝑝 {−𝑊

[𝜌𝑠𝑜𝑙−𝜌𝑤]

𝜌
𝐶𝜈𝑙}. (10) 

As seen from Eq. (10), the signal  

𝑆 = 𝑙𝑛 (
𝐼𝑙,𝜈

∗

𝐼𝑙,𝜈
) = 𝑊

[𝜌𝑠𝑜𝑙−𝜌𝑤]𝐶𝑣𝑙

𝜌
, (11) 

is proportional to the volume fraction of the solid in the slurry W 
and does not depend on gas bubbles’ availability. 

Let us analyse the basic factors determining magnetic suscep-
tibility of the iron ore slurry. 

As is known, magnetic susceptibility is determined by the fol-
lowing relation (Bogdanov, 1983): 

𝜇𝑟 = 1 + 𝜒𝜌,  (13) 

where  is volume magnetic susceptibility. 
According to their magnetic properties, ore minerals are divid-

ed into strongly and weakly magnetic. Rock-forming minerals are 
usually non-magnetic. 

Magnetite (FeO.Fe2O3) is a basic strongly magnetic iron-
bearing mineral. According to Karmazin and Karmazin (1978), it is 

characterised by the following parameters: Curie point  = 578 С; 
saturation magnetisation Jз = 451–454 kА/m; coercive force 
Нс = 1.6 kА/m; initial specific magnetic susceptibility 

 =  (0.18−1.28) × 10−2 m3/kg. Magnetic saturation of magnetite 
starts with magnetisation in the field of 320 kА/m.  

Tab. 1 presents the data on the magnetic properties of weakly 
magnetic iron-bearing minerals. One of the basic peculiarities of 
strongly magnetic substances is the dependency of their magnetic 
flux density or magnetisation on the field intensity. Fig. 1 depicts 
the dependency of specific magnetic susceptibility of magnetite on 
the magnetic field intensity. 

The magnetic properties of magnetite are also dependent on 
the particle size. When particles become smaller, the coercive 
force rises, while the specific magnetic susceptibility falls 
(Karmazin and Karmazin, 1978). Specific magnetic susceptibility 
is determined using the expression 

𝜒0 =
𝜒

1+𝑁𝜌𝑠𝑜𝑙𝜒
, (14) 

where sol is the density of solid particles; N is the demagnetisa-
tion factor established to be equal to 0.16 for magnetite (Karmazin 
and Karmazin, 1978). 

Fig. 2 shows the dependency of magnetic susceptibility  of 
pure magnetite on particle size r. Specific magnetic susceptibility 
of the magnetite aggregate with weakly magnetic or non-magnetic 
minerals depends only on magnetite content. It is explained by the 

fact that the specific magnetic susceptibility even of martite, with 

relatively high specific susceptibility of   9 × 10−6, is 100-fold 

lower than that of magnetite, and that of other weakly magnetic 
minerals is even several-fold lower. 

Tab. 1. Magnetic properties of weakly magnetic iron-bearing minerals 

Minerals 
Chemical 
formula 

Fe content 
in pure 

mineral, % 

Specific 
magnetic 

susceptibil-

ity,  

10−8 m3/kg 

Magnetite Fe3 O4 72.4 < 1,20,000 

Martite Fe2 O3 70.0 < 880 

Hematite Fe2 O3 70.0 80–220 

Siderite Fe CO3 48.2 75 

Brown hematite nFe2 O3
.mH2O up to 60.0 40–90 

Goethite FeOOH 62.9 32 

 
Fig. 1. Dependencies of specific magnetic susceptibility  
            on the magnetic field intensity 

 
Fig. 2. Dependency of specific magnetic susceptibility χ  
           on magnetite particle size 

Fig. 3 provides the dependency of the relative volume 

magnetic susceptibility  of the aggregate – as a ratio of the 

volume susceptibility of the aggregate aver to the volume suscep-

tibility of pure magnetite  – on the volume concentration of mag-
netite Сm under three variants of non-magnetic inclusions. In the 
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first variant, inclusions are shaped as ellipsoids the long axis of 
which is parallel to the field intensity (Fig. 4); in the second vari-
ant, they are shaped as balls, and in the third variant, as ellipsoids 
the long axis of which is perpendicular to the field (Bogdanov, 
1983; Karmazin and Karmazin, 1978; Weinberg, 1966; Derkach, 
1966). 

 
Fig. 3. Dependency of relative volume magnetic susceptibility of the 

aggregate on the volume concentration of magnetite inclusions: 1 
– inclusions shaped as ellipsoids; 2 – inclusions shaped as balls; 
3 – inclusions shaped as ellipsoids the long axis of which is 
perpendicular to the field; 4 – averaged characteristic 

 

Fig. 4. Scheme of magnetisation in a magnetic field of a ferromagnetic  
            ellipsoid the long axis of which is parallel to the field 

It is evident that as the shape of non-magnetic inclusions and 
location of their long axis in relation to the field in the aggregate 
can vary, for practical purposes, only averaged values can be 

used in determining the value of . 

5. INVESTIGATION RESULTS 

For practical purposes, while determining the relative volume 
magnetic susceptibility of the aggregate under the field intensity of 

50 kА/m, if ore formations are extracted from magnetite, the 
following expression is most often used (Karmazin and Karmazin, 
1978): 

𝜆 =
𝜒𝑠𝑝𝑙

𝜒0
= 10−4𝛼2, (15) 

where spl is the volume magnetic susceptibility of the aggregate; 

0 is the volume magnetic susceptibility of particles of pure mag-

netite, and  is the magnetite content in the aggregate. 
When passing from volume magnetic susceptibility to the spe-

cific one, it should be taken into account that the density of the 
aggregate rises when the magnetite content increases. For exam-

ple, if the slurry solid phase consists of magnetite of 

5 × 103 kg/m3 density and rock-forming minerals, such as quartz 

and silicate, of 2.8 × 103 kg/m3 density, the magnetic susceptibil-
ity of the aggregate is  

𝜒𝑠𝑝𝑙
′ =

𝜒𝑠𝑝𝑙

𝜌𝑠𝑝𝑙
≈

1.13⋅10−5𝛼2

127+𝛼
,   (16) 

where spl is the density of the aggregate. 
Fig. 5 shows the dependency of the relative specific magnetic 

susceptibility 𝛫 on the magnetite content in the aggregate . 
As the specific susceptibility of inclusions of weakly magnetic 

and non-magnetic minerals does not depend on the field intensity 
and particle shape, their magnetic susceptibility is determined by 
the following expression: 

𝜒𝑠𝑝𝑙 = ∑ 𝛼𝑖𝑚
𝜔
𝑖=1 𝜒𝑖𝑚 ,  (17) 

where im is the content of the weakly magnetic or non-magnetic 

i-th mineral in the aggregate; im is specific magnetic susceptibility 
of the weakly magnetic or nonmagnetic i-th mineral. 

 

Fig. 5. Dependencies of the relative specific magnetic susceptibility 𝛫 
          on the magnetite content in the aggregate  

 
Fig. 6. Dependency of the volume magnetic susceptibility on the volume  
            concentration of magnitite: 1 – theoretical; 2 – experimental 

Magnetic susceptibility of the controlled material is dependent 
not only on the volume concentration of magnetite but also on the 
medium in which its particles occur. Magnetic susceptibility of the 
iron ore slurry is almost directly proportional to the magnetite 
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concentration (Bogdanov, 1983; Karmazin and Karmazin, 1978; 
Weinberg, 1966; Derkach, 1966). 

Fig. 6 provides the experimental dependency of slurry suscep-
tibility on volume concentration of magnetite (slurry density is 
1,350 g/cm3, the content of 74 particles makes 75%). Similar 
dependency is obtained via computation. Differences between the 
theoretical and experimental results with large magnetite concen-
trations can be apparently explained by the interaction of particles 
within the slurry that makes their orientation more complicated. 

Let us consider the magnetisation of the ferromagnetic slurry 
in the magnetic field. As is known, a magnetisation vector or a 
magnetic moment of the volume unit of a substance is a quantita-
tive criterion of its magnetisation. 

 𝐼 =
𝛥�⃗�𝑚

𝛥𝑉
,  (18) 

where 𝛥𝑝𝑚 is the total magnetic moment of the volume V of the 
magnet.  

We denote the volume fraction of the solid component in the 

slurry by W. Let us select the volume V in the magnetised slurry 
and determine its magnetisation as a module of the magnetisation 
vector. 

|𝐼| ≡ 𝐼.  (19)  

We denote the value of magnetisation of pure magnetite 
(100%) by IM and determine the magnetic moment of the volume 

V of the slurry if it is within the magnetic field H > Hn (magnetic 
field intensity under which saturation starts). We shall assume that 

the value determines the fraction of the magnetic component in 
the slurry solid phase. In this case, magnetisation will be deter-
mined by the following expression:  

𝐼𝑠𝑙 =
𝑊𝜏 𝜂𝛥𝑉𝐼𝑀

𝛥𝑉
= 𝑊𝜏𝜂𝐼𝑀 .  (20) 

On the other hand, it is known that magnetisation of a sub-
stance (including slurry) is determined by the magnetic field inten-
sity H: 

𝐼𝑠𝑙 = 𝜒𝐻,  (21) 

where  is the magnetic susceptibility of the substance. 
Setting the left and the right parts of Eqs (20) and (21) equal, 

we obtain 

𝜒𝐻 = 𝑊𝜏𝜂𝐼𝑀 . (22) 

When using Lamb waves to assess the volume fraction of the 
slurry solid phase, the following signal is formed (Morkun et al., 
2014): 

𝑆 ≡ 𝑙𝑛 (
𝐼0,𝜈

𝐼𝑙,𝜈
) = 𝑊𝜏

(𝜌𝑠𝑜𝑙−𝜌𝑤)

𝜌
С.  (23) 

After dividing the left and the right parts of Eqs (13) and (14), 
we obtain 

𝜒𝐻

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
=

𝑊𝜏𝜂𝐼𝑀

𝑊𝜏
(𝜌𝑠𝑜𝑙−𝜌𝑤)

𝜌
С𝑣

=
𝜂𝐼𝑀

(𝜌𝑠𝑜𝑙−𝜌𝑤)

𝜌
С𝑣

. (24)  

It follows from Eq. (24) that 

𝜂 = [
(𝜌𝑠𝑜𝑙−𝜌𝑤)

𝜌𝐼𝑀
С]

𝜒𝐻

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
.  (25) 

The expression in square brackets is almost a constant value 
denoted by A. Then, Eq. (25) will become shorter 

𝜂 = 𝐴
𝜒𝐻

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
= 𝐴

(𝜇−1)𝐻

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
,  (26) 

where r = 1+ is the relative magnetic permeability of the slurry 
within the magnetic field of intensity H. This formula is the basis 
for determining the fraction of the magnetic component in the solid 
phase of the slurry. 

6. DISCUSSION OF MATERIALS 

The general scheme for measuring the ferromagnetic compo-
nent in the iron ore slurry flow is given in Fig. 7.  

 

 

Fig. 7. Scheme for measuring the ferromagnetic component content in the slurry flow 

 
In measuring Module 1, ultrasonic control of the volume frac-

tion of the solid phase of the slurry is performed by means of 
Lamb waves (5 MHz), which extend from the sonotrode to a re-
ceiver, which are arranged at a distance l = 300 mm. In measuring 
Module 2, the slurry is magnetised and its magnetic susceptibility 
is measured. Measuring Module 2 is a solenoid containing n 
winds per unit length (Fig. 8). When direct current is imposed 
through the solenoid Jo, a homogeneous magnetic field of intensi-
ty H appears inside it:  

𝐻 = 𝑛 ⋅ 𝐽0.  (27) 

To determine magnetic susceptibility 𝜇, we apply the known 
ratio 

𝐻 =
𝐵

𝜇𝜇0
, (28) 

where B is the magnetic flux density in the slurry, and 0 is the 
magnetic permeability of vacuum.  
  

Module 1 Module 2 
  

l   sonotrode 
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Thus, it is necessary to measure B and H to determine .  If H 
is definitely determined through conduction currents Jo according 
to Eq. (27), in order to find B, we can use classical measuring 
schemes. Fig. 7 presents one of the ways of determining B. If the 
vessel walls of the measuring module are made of non-magnetic 
material, we can define the value B by means of the auxiliary 
winding 3 or coil 4. 

 
Fig. 8. Measuring Module 2 for determining the magnetic characteristics  
            of the slurry: 1 - walls of the vessel with the slurry; 2 –solenoid  
            winding; 3,4 – auxiliary winding or coil; S – cross-sectional area 

While switching on and off the magnetic field, there appears a 
short-time current in the auxiliary coil and a charge q runs along 
the circuit, the value of which is proportional to the magnetic flux 
density B: 

𝑞 =
𝑁⋅𝑆⋅𝐵

𝑅
,  (29) 

where N is the number of winds of the auxiliary coil, S is the area 
of the cross-section determined by the inner diameter of the mod-
ule, R is the full resistance of the measuring circuit (resistance of 
the winding of the auxiliary coil and input resistance of the meas-
uring device).  

Thus, by measuring the full charge of the short-time current in 
the auxiliary coil, we can determine B: 

𝐵 =
𝑞⋅𝑅

𝑁⋅𝑆
  (30) 

𝜇 =
𝐵

𝜇𝑜𝐻
=

𝑞𝑅

𝜇𝑜𝑁𝑆𝑛𝐽𝑜
= 𝑞𝐶1.  (31) 

where 𝐶1 =
𝑅

𝜇0𝑁𝑆𝑛𝐽0
 is a constant value. 

The final expression for finding the fraction of the magnetic 

component  in the slurry looks as follows: 

𝜂 = 𝐴
(𝜇−1)𝐻

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
= (𝐴𝑛𝐽𝑜)

(𝑞𝐶1−1)

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
= 𝐴1

(𝑞𝐶1−1)

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
.  (32) 

The constants A1 and C1 are determined by calibrating the 
system. The constant C1 is determined in laboratory conditions in 
the way described below. 

In the empty measuring Module 2, the charge qc is measured 

while switching on/off the magnetic field. If the value of r for the 
air can be considered equal to ‘1’, the following condition is ob-
served: 

𝑞𝑐𝐶1 − 1 = 0.  (33) 

This results in 

𝐶1 =
1

𝑞𝑐
. (34) 

The second calibration stage is conducted in the real slurry. 

Measurements are conducted in both modules, and the value 
(𝑞𝐶1−1)

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
 is determined. Then, the slurry is selected for analysing 

the magnetic component content 𝜂. The proportionality factor is 
found according to Eq. (32): 

𝐴1 =
𝜂

[
(𝑞𝐶1−1)

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)

]

. (35) 

If the measuring Module 2 is made of magnetic material, the 
auxiliary measuring coil should be placed inside it. A measuring 
probe placed inside the module can be another option (Fig. 9). 

 
Fig. 9. Variant of measuring Module 2 for determining the magnetic  
            characteristics of the slurry by means of inner probes 

The probe should be a prolate ellipsoid to ensure homogenei-
ty of the magnetic field inside the probe (Fig. 10). Besides, it 
should be made of non-magnetic material. The shape of the ellip-
soid should create a narrow clearance corresponding to the 
washer. With this shape, the magnetic field B inside the probe is 
close to the field in the slurry.  

There is either a circular coil or a Hall sensor inside the probe 
(Fig. 9). For the circular coil, the procedure of determining the 
magnetic component does not change and is relevant to the 
above. As for the Hall sensor, instead of measuring the charge, 
voltage is measured and determined by the following expression: 

𝛥𝑈 = 𝑅𝑥𝑗𝑎𝐵 = 𝐶𝑥𝐵.  (36) 

where j is the current density; a is a design factor of the sensor; 
and Rx is the Hall constant. 

 

Fig. 10. Structure of the measuring probe: 1 – measuring probe; 
              2 – internal cavity equivalent to the probe; 3 –measuring coil;  
              4 – Hall sensor 
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It follows from the formula that the magnetic flux density B is 

proportional to voltage U. So, the magnetic component  in the 
slurry can be found according to the following expression. 

𝜂 = 𝐴2
(𝛥𝑈𝐶2−1)

𝑙𝑛(
𝐼0,𝜈
𝐼𝑙,𝜈

)
,  (37) 

which is similar to Eq. (32). 
The results of testing the device used for controlling the con-

tent of the ferromagnetic component in the slurry flow are given in 
Fig. 11. 

 
Fig. 11. Testing results of the device for controlling the ferromagnetic  
              component content in the slurry flow 

The results of testing of the device used for controlling the 
content of the ferromagnetic component in the slurry flow by 
ultrasonic and magnetic measurements indicate that the error in 
measurement of the iron content in the solid phase of the slurry 
does not exceed 0.47%. 

7. CONCLUSIONS 

The results of laboratory and industrial testing of the device 
developed for controlling the ferromagnetic component content in 
the slurry flow by ultrasonic and magnetic methods indicate its 
high accuracy and reliability. Considering the fact that the error of 
measuring iron content in the solid phase of the slurry does not 
exceed 0.47%, it can be recommended for wider application at 
magnetic concentration plants as a CAPCS means.  
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Abstract: Proportional integral controller design for two-input two-output (TITO) networked control systems (NCSs) with intrinsic  
and network-induced time delays is studied in this paper. The TITO NCS consists of two delayed sub-systems coupled in a 1-1/2-2 pairing 
mode. In order to simplify the controller design, a decoupling method is first applied to obtain a decoupled system. Then, the controllers  
are designed based on the transfer function matrix of the obtained decoupled system and using the boundary locus method for determining 
the stability region and the well-known Mikhailov criterion for the stability test. A comparative analysis of the designed controllers and other 
controllers proposed in previous literature works is thereafter carried out. To demonstrate the validity and efficacy of the proposed method 
and to show that it achieves better results than other methods proposed in earlier literature works, the implementation in simulation  
of Wood–Berry distillation column  model (methanol–water separation), a well-known benchmark for TITO systems, is carried out. 

Key words: pproportional integral controller, two-input two-output (TITO) systems, networked control systems,  
                     stability region boundary locus ,Wood–Berry distillation column model, time delay, Mikhailov criterion 

1. INTRODUCTION 

Several processes in industry, such as heat exchange, 
distillation process, and chemical reactions and so on, require the 
control of two or more output variables. In turn, the control of 
output variables requires the manipulation of two or more input 
variables(Ajayi and Oboh, 2012); such systems are known as 
multi-input multi-output (MIMO) systems. The most common form 
of MIMO system is a two-input two-output (TITO) system (Zhuang 
and Atherton, 1993). The problem of control of TITO systems has 
attracted the attention of many researchers (see: Hamdy et 
al.,2018;Baruah et al.,2018;Heris et al.,2019; Li et al.,2019; 
Ustoglu et al., 2016; Qian et al.,2017; Vargas et al.,2013; 
Maghade and Patre,2013; and references therein). In a TITO 
system, the interaction between loops makes analysis and design 
of the controller a very difficult task, and this task becomes more 
difficult and complex when the system to be controlled involves 
intrinsic time delays. Therefore, many of the methods dealing with 
TITO system control proposed in the literature have been 
interested in reducing the interaction loops by using a decoupling 
technique in a way that a change in each of the two loops does 
not affect the other (see: Tanaka et al., 2015; Hazarika and 
Chidambaram, 2014;Mahapatro and Subudhi, 2020;and 
references therein). Other research works existing in the literature 
have been interested on the control of TITO systems with time 
delays (see: Jeng and Jian, 2017; Jin et al., 2016; Liu et al., 2006; 
Khandekar and Patre, 2017; Hajare et al., 2017; and references 
therein).  

On the other hand, networked control systems (NCSs), which 
are systems in which a band-limited network is used by the plant, 

sensor and controller to share control signals and information 
among them, have many advantages in terms of reduction of 
wiring, lower maintenance cost, increased system agility, ease of 
information sharing and so on (Hong et al., 2017), compared to 
traditional point to point control systems in which the components 
and devices are connected via wires. Due to their advantages, 
NCSs have found application in many fields, such as process 
control engineering (Sun and El-Farra, 2012; ElFarra and 
Mhaskar, 2008), teleportation (Liu, 2015), vehicle industry(Jin et 
al., 2014), power systems (Park, 2015; Yao et al., 2015), 
transportation systems (Park et al., 2014; Barrero et al., 2014) and 
so on. One of the major factors that make the control of NCSs a 
very challenging problem is the presence of inevitable time delay 
induced by the transmission of control signals and information 
over a network that may be used by others devices and systems. 
This justifies why many  of research papers related to the control 
of NCSs with network-induced time delay have been published 
over the past few decades(see: Li et al., 2016; Zhang et al., 2006; 
Huang and Nguang, 2009; Liu and Liu, 2020; Mohamed Vall, 
2020b; Pang et al., 2016; Mohamed Vall, 2020a; Elahi and Alfi, 
2017). However, to the author's best knowledge, in the literature, 
there are few research works related to the control of TITO NCSs 
with intrinsic and network-induced time delay (Wang et al., 2000; 
Sharma and Padhy, 2017; Astrom et al., 2002). Moreover, most of 
the approaches dealing with this problem are very complex and 
very time consuming or even not applicable in real-world control 
problems. 

 Motivated by the above discussion, we propose, in this paper, 
a simple and practicable method for the control of TITO NCSs 
with intrinsic and network-induced time delays. The proposed 
method comprises two steps: first, a decoupler for the TITO NCS 

https://orcid.org/0000-0002-2701-0140
mailto:medvall@ju.edu.sa
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to be controlled is calculated; second, two decoupled proportional 
integral (PI) controllers for the augmented system, consisting of 
the obtained decoupler and the TITO NCS to be controlled, are 
separately designed using the boundary locus method for 
determining the stability region (Siljak, 1966; Chao and Han,1998; 
Wang,2011) and the Mikhailov criterion for stability test as 
presented by Barker (1979) and Mikhailov (1938).  

In summary, the main objectives of this work are as follows: 

 To design decoupled PI controllers that garantee robustness 
and good set point tracking, as well as good disturbance 
rejection, for TITO NCSs with intrinsic and network-induced 
time delays. 

 To carry out a comparative analysis of the designed 
controllers with other controllers proposed in previous 
literature works (Hajare and Patre, 2015) and show 
the superiority of the method proposed in this paper.  
The remainder of the paper is organized as follows. In Section 

2, the structure of TITO NCSs with network-induced time delays is 
presented. The proposed method for the control of TITO NCSs 
with intrinsic and network-induced time delays is presented in 
Section 3. In Section 4, a simulation example is given to show the 
validity and effectiveness of the proposed method. Conclusions 
are given in Section 5. 

2. PROBLEM FORMULATION 

As mentioned above, this research work deals with the control 
of TITO-NCSs with intrinsic and  network-induced time delays. 
Fig. 1 shows the structure of a TITO-NCS with network-induced 
delays. As one can notice in Fig. 1, there are three time delays 

affecting each sub-system of the whole system, which are as 
follows: 

 delay sensor-to-controller 𝜏(𝑠𝑖𝑐𝑖) (𝑖 = 1,2)  

 delay controller-to-actuator 𝜏(𝑐𝑖𝑎𝑖) (𝑖 = 1,2)  

 controller computation delay 𝜏(𝑐𝑖) (𝑖 = 1,2) 

Although controller computation time delay always exists, it is 
usually small compared to network-induced time delays and can 
be neglected.  

In this paper, for simplicity and without losing generality, we 
neglect the controller computation time  delay and assume that 
the network-induced delays affecting each sub-system are lumped 

together as one control time  delay i  given by the following 

expression: 

𝜏𝑖 = 𝜏(𝑠𝑖𝑐𝑖) + 𝜏(𝑐𝑖𝑎𝑖) (𝑖 = 1,2)                         (1) 

 ‘Depending on the medium access control (MAC) protocol of 
the control network, network-induced delay can be constant, time 
varying, or even random’ (Zhang et al., 2001). Here, we are 
considering constant network-induced delay, ‘which can be 
achieved by using an appropriate network protocol’ (Zhang et al., 
2001), and our objective is to design PI controllers to compensate 
for these time delays. The method proposed contains two steps. 
In the first step, the system is decoupled in order to simplify the 
controllers' design and to obtain controllers that can guarantee 
that changes in the reference signal of a sub-system do not affect 
the output of the other and vice versa. In the second step, for the 
decoupled system, PI   controllers    are     designed     utilizing 
the stability boundary locus method.  

 
Fig. 1. Structure of TITO-NCS with Network-Induced Time Delays  
           (NCS – networked control system; TITO – two-input two-output) 

3. PROPOSED METHOD 

3.1. Decoupling of the TITO system 

Consider the closed-loop TITO system shown in Fig.2, where 

𝑟1and 𝑟2 are reference signals;𝐶1(𝑠) and 𝐶2(𝑠) are two 

controllers to be designed;𝐺11(𝑠), 𝐺12(𝑠), 𝐺21(𝑠) and 𝐺22(𝑠) 

are the transfer functions of the system;𝜏1, 𝜏2,𝜏3 and 𝜏4 are the 

time delays; and𝑦1 and 𝑦2 are the outputs of the system.  
The cross-interaction between the input–output pairs makes 

the design of the controllers very hard and may – in many control 
problems – lead to undesirable effects. Therefore, to simplify the 
controller design and eliminate the effects of loop interactions as 
much as possible, the following decoupling method is used. 
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Fig. 2. 1-1/2-2 closed-loop TITO system with time delays  
           (TITO – two-input two-output) 

The transfer function matrix of the system shown in Fig.2 is 

𝐺(𝑠) = [
𝐺11(𝑠)𝑒−𝜏1𝑠 𝐺12(𝑠)𝑒−𝜏2𝑠

𝐺21(𝑠)𝑒−𝜏3𝑠 𝐺22(𝑠)𝑒−𝜏4𝑠].                       (2) 

Let the transfer function matrix of the decoupler be 

𝐷(𝑠) = [
𝐷11(𝑠) 𝐷12(𝑠)

𝐷21(𝑠) 𝐷22(𝑠)
] .               (3) 

The matrix D(s) should be chosen so that the matrix  

𝑃(𝑠) = 𝐺(𝑠)𝐷(𝑠)          (4) 

is diagonal.  
As mentioned above, many decoupling methods for TITO 

systems have been proposed in the literature. In this paper, we 
propose to use the decoupler whose transfer function matrix is 
given in previous studies (Koo et al., 2017; de A. Aguiar and 
Barros, 2020; Naik et al., 2020). 

𝐷(𝑠) = [
1

−𝐺12(𝑠)𝑒−(𝜏2−𝜏1)𝑠

𝐺11(𝑠)

−𝐺21(𝑠)𝑒−(𝜏3−𝜏4)𝑠

𝐺22(𝑠)
1

]              (5) 

Fig. 3 shows the structure of a TITO system with the proposed 

decoupler, where 𝑊12(𝑠) =
−𝐺12(𝑠)𝑒−(𝜏2−𝜏1)𝑠

𝐺11(𝑠)
and 𝑊21(𝑠) =

−𝐺21(𝑠)𝑒−(𝜏3−𝜏4)𝑠

𝐺22(𝑠)
. Notice that the decoupler is not causal if 

𝜏2 − 𝜏1 < 0or/and 𝜏3 − 𝜏4 < 0 (Wanget al., 2000). However, 
even if the decoupler is not causal, one can introduce simple 
modifications in its structure so that it becomes causal without 
affecting the decoupled system’s structure (Sharma and Padhy, 
2017). 

Inserting Eqs. (2) and (5) in Eq. (4) gives the transfer function 
matrix of the decoupled system as 

𝑃(𝑠) = [
𝑃11(𝑠) 0

0 𝑃22(𝑠)
] ,                        (6) 

where 𝑃11(𝑠) = 𝐺11(𝑠)𝑒−𝜏1𝑠 −
𝐺12(𝑠)𝑒−𝜏2𝑠𝐺21(𝑠)𝑒−(𝜏3−𝜏4)𝑠

𝐺22(𝑠)
 and  

𝑃22(𝑠) = 𝐺22(𝑠)𝑒−𝜏4𝑠 −
𝐺21(𝑠)𝑒−𝜏3𝑠𝐺12(𝑠)𝑒−(𝜏2−𝜏1)𝑠

𝐺11(𝑠)
. 

Based on the above decoupled system, PI controllers can be 

designed independently using the stability locus method, as 

presented in the following sub-sections.  

 
Fig. 3. Decoupling structure 

3.2. Calculation of decoupled PI controllers  

Suppose that network-induced time delays affect the 
decoupled system whose transfer function matrix is defined in Eq. 
(6). The closed-loop transfer functions of the sub-systems 
constituting the whole system are, thus, given by the following 
expressions: 

𝑇1(𝑠) =
𝐶1(𝑠){𝐺𝑀(𝑠)𝑒(−𝜏1𝑠)−𝐺𝐷(𝑠)𝑒−(𝜏2+𝜏3−𝜏4)𝑠}𝑒

−𝜏𝑁𝑖11𝑠

𝐺22(𝑠)+𝐶1(𝑠){𝐺𝑀(𝑠)𝑒(−𝜏1𝑠)−𝐺𝐷(𝑠)𝑒−(𝜏2+𝜏3−𝜏4)𝑠}𝑒
−𝜏𝑁𝑖11𝑠(7) 

𝑇2(𝑠) =
𝐶2(𝑠){𝐺𝑀(𝑠)𝑒(−𝜏4𝑠)−𝐺𝐷(𝑠)𝑒−(𝜏3+𝜏2−𝜏1)𝑠}𝑒

−𝜏𝑁𝑖22𝑠

𝐺11(𝑠)+𝐶2(𝑠){𝐺𝑀(𝑠)𝑒(−𝜏4𝑠)−𝐺𝐷(𝑠)𝑒−(𝜏3+𝜏2−𝜏1)𝑠}𝑒
−𝜏𝑁𝑖22𝑠(8) 

where𝐺𝑀(𝑠) = 𝐺11(𝑠)𝐺22(𝑠),𝐺𝐷(𝑠) = 𝐺12(𝑠)𝐺21(𝑠), 

𝐶1(𝑠)and 𝐶2(𝑠)are the two PI controllers to be designed and 

𝜏𝑁𝑖11and 𝜏𝑁𝑖22are the network-induced time delays that affect 

Loops 1–1 and 2–2, respectively. 
To determine the parameters of the controllers, the stability 

region locus method is used as follows. 

3.2.1. Determination of the parameters of 𝐶1(𝑠) 

Let: 

𝐶1(𝑠) = 𝛼1 +
𝛽1

𝑠
;                          (9) 

𝜏11 = 𝜏𝑁𝑖11 + 𝜏1;         (10) 

𝜏12 = 𝜏𝑁𝑖11 + (𝜏2 + 𝜏3 − 𝜏4).       (11) 

By inserting Eqs. (9), (10) and (11) in Eq. (7), we can express 

the transfer function 𝑇1(𝑠) as follows: 

𝑇1(𝑠) =
(𝛼1+

𝛽1
𝑠

){𝐺𝑀(𝑠)𝑒−𝜏11𝑠−𝐺𝐷(𝑠)𝑒−𝜏12𝑠}

𝐺22(𝑠)+(𝛼1+
𝛽1
𝑠

){𝐺𝑀(𝑠)𝑒−𝜏11𝑠−𝐺𝐷(𝑠)𝑒−𝜏12𝑠}
.     (12) 
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By substituting 𝑠 = 𝑗𝜔, decomposition of the numerators and 

denominators of 𝐺𝑀(𝑠), 𝐺𝐷(𝑠)and 𝐺22(𝑠) into their even and 
odd parts and using Euler's identity, one can express the system 
characteristic equation as follows: 

𝑅𝑄1
(𝜔, 𝛼1, 𝛽1) + 𝑗𝐼𝑄1

(𝜔, 𝛼1, 𝛽1) = 0.                     (13) 

where𝑅𝑄1
and 𝐼𝑄1

 are two functions in 𝜔, 𝛼1, 𝛽
1
 with constant 

real coefficients. 

Dropping 𝜔 for ease and equating 𝑅𝑄1
(𝜔, 𝛼1, 𝛽1)and 

𝐼𝑄1
(𝜔, 𝛼1, 𝛽1)to zero result in the following system of equations: 

{
𝑀11𝛼1 + 𝑀12𝛽1 = 𝑋1

𝑀21𝛼1 + 𝑀22𝛽1 = 𝑋2
        (14) 

where𝑀11, 𝑀12, 𝑀21, 𝑀22, 𝑋1and 𝑋2are functions in 𝜔 with 
constant real coefficients. 

Solving the equation system (14) for 𝛼1 and 𝛽
1
 gives 

{

𝛼1 =
𝑁𝛼1

𝐷𝛼1

𝛽1 =
𝑁𝛽1

𝐷𝛽1

.                        (15) 

where𝑁𝛼1
, 𝐷𝛼1

, 𝑁𝛽1
and𝐷𝛽1

 are functions in 𝜔 with constant 

real coefficients. 

Plotting the dependency relation between 𝛼1 and 𝛽1 and the 
axis 𝛽1 = 0 on the (𝛼1, 𝛽1)-plane splits the plane into two 
regions. One of these regions is a stability region of the system. 
To determine which region is a stability region, the Mikhailov 
criterion for stability test is used. Next, once the stability region is 

determined, the values of the parameters of 𝐶1(𝑠)that stabilise 
the system can be thus determined by choosing a point within the 
stability region(Chao and Han, 1998). 

3.2.2. Determination of the parameters of 𝐶2(𝑠) 

The parameters of 𝐶2(𝑠) can be determined in a way similar 

to that for𝐶1(𝑠). 
Let: 

𝐶2(𝑠) = 𝛼2 +
𝛽2

𝑠
 ;                       (16) 

𝜏22 = 𝜏𝑁𝑖22 + 𝜏4 ;        (17) 

𝜏21 = 𝜏𝑁𝑖22 + (𝜏3 + 𝜏2 − 𝜏1).       (18) 

By inserting Eqs. (16), (17) and (18) in Eq. (8), we can 

express the transfer function 𝑇2(𝑠) as follows: 

𝑇2(𝑠) =
(𝛼2+

𝛽2
𝑠

){𝐺𝑀(𝑠)𝑒−𝜏22𝑠−𝐺𝐷(𝑠)𝑒−𝜏21𝑠}

𝐺11(𝑠)+(𝛼2+
𝛽2

𝑠
){𝐺𝑀(𝑠)𝑒−𝜏22𝑠−𝐺𝐷(𝑠)𝑒−𝜏21𝑠}

.     (19) 

By substituting 𝑠 = 𝑗𝜔, decomposition of the numerators and 

denominators of 𝐺𝑀(𝑠), 𝐺𝐷(𝑠)and 𝐺11(𝑠) into their even and 
odd parts and using Euler's identity, one can express the system 
characteristic equation as follows: 

𝑅𝑄2
(𝜔, 𝛼2, 𝛽2) + 𝑗𝐼𝑄2

(𝜔, 𝛼2, 𝛽2) = 0.      (20) 

where𝑅𝑄2
and 𝐼𝑄2

 are two functions in 𝜔, 𝛼2, 𝛽
2
 with constant 

real coefficients. 

Dropping 𝜔 for ease and equating 𝑅𝑄2
(𝜔, 𝛼2, 𝛽

2
)and 

𝐼𝑄2
(𝜔, 𝛼2, 𝛽

2
)to zero result in the following equation system: 

{
𝐻11𝛼2 + 𝐻12𝛽2 = 𝑍1

𝐻21𝛼2 + 𝐻22𝛽2 = 𝑍2
.                       (21) 

where𝐻11, 𝐻12, 𝐻21, 𝐻22, 𝑍1and 𝑍2are functions in 𝜔 with 
constant real coefficients. 

Solving the equation system (21) for 𝛼2 and 𝛽
2
 gives 

{

𝛼2 =
𝑁𝛼2

𝐷𝛼2

𝛽2 =
𝑁𝛽2

𝐷𝛽2

             (22) 

where𝑁𝛼2
, 𝐷𝛼2

, 𝑁𝛽2
and𝐷𝛽2

 are functions in 𝜔 with constant 

real coefficients. 

Plotting the dependency relation between 𝛼2 and 𝛽2; and the 

axis 𝛽2 = 0 on the (𝛼2, 𝛽2)-plane splits the plane into two 
regions. One of them is a stability region of the system. To 
determine which region is a stability region, the Mikhailov criterion 
for stability test is used. Then, the values of the parameters of 
𝐶2(𝑠)that stabilise the system can be thus determined by 
choosing a point within the stability region (Chao and Han, 1998). 

4. SIMULATION EXAMPLE 

In this section, a simulation example is given to show the 
validity and efficacy of the proposed method.  

The simulation is carried out in Simulink and TrueTime in the 
environment of MatLab. The network communication mode is 
carrier-sense multiple access with collision detection(CSMA/CD; 
Ethernet), the transmission rate is 80 Kbit/s and  the network-
induced time delays that affect Loops 1–1 and 2–2 are 𝜏𝑁𝑖11 =

0.13 secand 𝜏𝑁𝑖22 = 0.17 sec, respectively. The sampling 

period is 0.02 sec. The process to be  controlled is a Wood–Berry 
distillation column model (methanol–water separation), which has 
the following transfer function matrix (Astrom et al., 2002): 

𝐺(𝑠) = [

12.8𝑒−𝑠

16.7𝑠+1

−18.9𝑒−3𝑠

21.0𝑠+1

6.6𝑒−7𝑠

10.9𝑠+1

−19.4𝑒−3𝑠

14.4𝑠+1

]          (23) 

The transfer function matrix of the decoupler calculated 
according to Eq. (5) is 

𝐷(𝑠) = [
1

1.48 (16.7𝑠+1)𝑒−2𝑠

21.0𝑠+1

0.34 (14.4𝑠+1)𝑒−4𝑠

10.9𝑠+1
1

] .     (24) 

The transfer function matrix of the decoupled system 
calculated according to Eq. (6) is 

𝑃(𝑠) = [
𝑃11(𝑠) 0

0 𝑃22(𝑠)
] ,         (25) 

where 𝑃11(𝑠) =
12.8𝑒−𝑠

16.7𝑠+1
−

6.43 (14.4𝑠+1)𝑒−7𝑠

(21.0𝑠+1)(10.9𝑠+1)
 and 𝑃22(𝑠) =

−19.4𝑒−3𝑠

14.4𝑠+1
+

9.77 (16.7𝑠+1)𝑒−9𝑠

(10.9𝑠+1)(21.0𝑠+1)
. 

Consequently, based on the decoupled system in Eq. (25) and 
taking into account that Loops 1–1 and 2–2  are affected by the 

network-induced time delays 𝜏𝑁𝑖11 = 0.13 sec and 𝜏𝑁𝑖22 =

0.17 sec, respectively, and using Eqs (7) and (8), the closed-loop 

transfer functions of the sub-systems  are obtained as follows: 
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𝑇1(𝑠) =
𝐶1(𝑠)(𝐴(𝑠)𝑒−𝑠+𝐵(𝑠)𝑒−7𝑠)𝑒−0.13𝑠

−19.4

14.4𝑠+1
+𝐶1(𝑠)(𝐴(𝑠)𝑒−𝑠+𝐵(𝑠)𝑒−7𝑠)𝑒−0.13𝑠

;          (26) 

𝑇2(𝑠) =
𝐶2(𝑠)(𝐴(𝑠)𝑒−3𝑠+𝐵(𝑠)𝑒−9𝑠)𝑒−0.17𝑠

12.8

16.7𝑠+1
+𝐶2(𝑠)(𝐴(𝑠)𝑒−3𝑠+𝐵(𝑠)𝑒−9𝑠)𝑒−0.17𝑠

;      (27) 

where𝐴(𝑠) =
−248.32

(16.7𝑠+1)(14.4𝑠+1)
, 𝐵(𝑠) =

124.74

(21.0𝑠+1)(10.9𝑠+1)
, and 

𝐶1(𝑠) = 𝛼1 +
𝛽1

𝑠
and 𝐶2(𝑠) = 𝛼2 +

𝛽2

𝑠
are the two PI 

controllers. 
Let us determine the parameters of 𝐶1(𝑠)and 𝐶2(𝑠)based on 

the theory presented in Sub-section 3.2 of this paper.  
By substituting Eq. (26) into Eq. (12), solving  Eqs (13)–(14) 

for 𝛼1 and 𝛽1, and plotting the dependency between the obtained 

values of 𝛼1 and 𝛽1 and the axis 𝛽1 = 0 on the (𝛼1, 𝛽1)-plane, 
we obtain Fig. 4. 

 
Fig. 4.𝛼1 versus 𝛽1 

As one can see from Fig. 4, the curve (𝛼1,𝛽1) and the axis 

𝛽1 = 0 split the (𝛼1, 𝛽1)-plane into two regions: Region (I) and  
Region (II).  

Now, let us choose the point (0.1532,0.0067) of Region (I) in 
Fig.4 and check whether the system in Eq. (26) is stable when 

one chooses the parameters of the controller 𝐶1(𝑠)as 𝛼1 =
0.1532 and𝛽1 = 0.0067. To check the stability, the Mikhailov 
criterion for stability test can be used as mentioned earlier in this 
paper. 

By determining the polynomial function 𝑄1(𝑗𝜔) for the 

transfer function 𝑇1(𝑠) given in Eq. (26) , 𝛼1 = 0.1532 and 

𝛽1 = 0.0067, as explained by Barker (1979) and Mikhailov 
(1938), we obtain the Mikhailov curve shown in Fig. 5. As one can 
see from Fig. 5, the system is stable since the Mikhailov stability 
criterion is fulfilled, as also reported by Barker (1979) and 
Mikhailov (1938). 

 
Fig. 5. Loop 1-1 Mikhailov curve for 𝛼1 = 0.1532, 𝛽1 = 0.0067 

In a similar way, one can determine the parameters of the 

controller 𝐶2(𝑠) as those of the controller 𝐶1(𝑠)were determined. 
By substituting (27) into (19), solving  the equations (20)-(21) for 

𝛼2 and 𝛽2, and plotting the dependency between the obtained 

values of 𝛼2 and 𝛽2 and the axis 𝛽2 = 0 on the (𝛼2, 𝛽2)- plan, 
we  obtain  Fig. 6. 

 
Fig. 6. 𝛼2 versus 𝛽2 

As one can see, from Fig. 6., the curve (𝛼2,𝛽2) and the axis 

𝛽2 = 0 split the (𝛼2, 𝛽2)- plan into two regions: Region (I) and  
Region (II). To determine which of them is a stability region of the 
system, let's choose the point (-0.0266,-0.0015)  of the  region (I) 
and use Mikhailov stability criterion  to check whether the system 
is stable when one chooses the parameters of the controller 
𝐶2(𝑠)as 𝛼2 = − 0.0266,𝛽2 = − 0.0015. 

By determining the polynomial function 𝑄2(𝑗𝜔) for the 

transfer function 𝑇2(𝑠) given in (27) , 𝛼2 = − 0.0266,𝛽2 =
− 0.0015, as explained in in (Barker, 1979) and (Mikhailov, 
1938), we obtain the Mikhailov curve shown in Fig. 7. As one can 
see, from Fig. 7., the Mikhailov stability criterion holds, as also 
reported in (Barker, 1979) and (Mikhailov, 1938), the system is, 
therefore stable. 

 
Fig. 7. Loop 2-2 Mikhailov curve for 𝛼2 = − 0.0266,𝛽2 = − 0.0015 

To verify the validity and efficacy of the proposed method, the 

obtained PI controllers: 𝐶1(𝑠) = 0.1532 +
0.0067

𝑠
, 𝐶2(𝑠) =

− 0.0266 −
 0.0015

𝑠
are applied to the both loops of the 

decoupled system. In the simulation, a step change in the 

reference signal 𝑟1 is made at 𝑡 = 50 secand a step change in 
the reference signal 𝑟2 is made at 𝑡 = 150 sec, respectively. 
Furthermore, to show the disturbance rejection performance of the 

obtained controllers, steps disturbance 𝑑1(𝑡) = 0.1 at  𝑡 =
450 sec and 𝑑2(𝑡) = 9 at 𝑡 = 450 sec are introduced to loop 
1 and loop 2, respectively. The simulation results of both set-point 
tracking and disturbance rejection are shown in Fig. 8 and Fig. 9, 
respectively. The performance metrics: Settling time (Ts) , Integral 
Absolute Error (IAE), RMS tracking error (RMSE) and Total 
Variance (TV) are reported in Tab. 1. 
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Fig. 8. System outputs: (a) Reference signal (red solid line), 𝑦1 (loop1) output (blue dashed line) obtained using the proposed method and 𝑦1 (loop1)  

output (black dot-dash lines) obtained using the method proposed in (Hajare and Patre, 2015) (b) refence signal (red solid line), 𝑦2 (loop2) output 

(blue dashed line) obtained using the proposed method and 𝑦2 (loop2) output (black dot-dash lines) obtained using the method  

proposed in (Hajare and Patre, 2015) 

 
Fig. 9. System outputs with disturbance rejection: (a) Reference signal (red solid line), 𝑦1 (loop1) output (blue dashed line) obtained using the proposed 

method and 𝑦1 (loop1) output (black dot-dash lines) obtained using the method proposed in (Hajare and Patre, 2015) (b) refence signal  

(red solid line), 𝑦2 (loop2) output (blue dashed line) obtained using the proposed method and 𝑦2 (loop2) output (black dot-dash lines)  

obtained using the method proposed in (Hajare and Patre, 2015) 

Tab.1. Performance metrics

Controllers Input-output Ts (sec) RMSE IAE TV 

Proposed decoupled PI controllers 
𝑢1-𝑦1 

𝑢2-𝑦2 

41 

130 

0.09 

13.81 
12.1131091 0.008174.6 

(PID) controllers proposed 
in Hajare and Patre (2015) 

𝑢1-𝑦1 

𝑢2-𝑦2 

103.2 

119.2 

0.12 

16.1 
17.553586 0.011236.7 

IAE – integral absolute error; PI – proportional–integral; PID – proportional–integral–derivative;  
RMSE – root mean square tracking error; TV – total variance. 
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From Fig. 8, it can be seen that the proposed controllers 
guarantee excellent tracking of the system outputs to the set 
points and maintain the system stable in both loops. It can be also 
noticed that the change in the set point of Loop 1 does not affect 
the response output in the Loop 2 and vice-versa, the change in 
the set point of the Loop 2 does not affect the response output in 
the Loop 1. Additionally, the simulation results in Fig. 9 show that 
the obtained controllers also offer excellent disturbance rejection 
performance. Moreover, it is evident from the simulation results 
(shown in Figs. 8 and 9) and the performance metrics (reported in 
Tab. 1) that the proposed controllers achieve better results than 
the proportional–integral–derivative (PID) controllers proposed in 
a previous paper (Hajare and Patre, 2015). For example, it can be 
seen from Fig. 9 that the proposed controllers take less time and 
control action to achieve the steady state and zero steady-state 
error in case of load disturbance.   

5. CONCLUSIONS 

This paper proposes an approach for the design of decoupled 
PI controllers for TITO NCSs with intrinsic and network-induced 
time delays. A decoupler that can reduce interaction between 
loops and simplify the design of controllers is defined. Moreover, a 
method based on stability region locus and the Mikhailov criterion 
for stability test is proposed to determine the parameters of PI 
controllers to control a TITO NCS with intrinsic and network-
induced time delays. A comparative analysis of the designed 
controllers with other controllers proposed in previous research 
works has been carried out. The validity and efficacy of the 
proposed approach are shown through a simulation example, in 
which the well-known benchmark for TITO systems – the Wood–
Berry distillation column model (methanol–water separation) – is 
built in Simulink and TrueTime in the environment of  MatLab; 
network-induced time delays are included and PI controllers are 
designed based on the approach proposed. The simulation results 
show that the designed PI controllers guarantee very good 
tracking of the system outputs to the set points and maintain the 
system stable in both loops with excellent disturbance rejection 
performance. Moreover, the simulation results show that the 
proposed method achieves better results than other methods 
proposed in earlier literature works. 
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Abstract: This article focuses on the motion planning and control of an automated differential-driven two-wheeled E-puck robot using 
Generalized Regression Neural Network (GRNN) architecture in the Virtual Robot Experimentation Platform (V-REP) software platform 
among scattered obstacles. The main advantage of this GRNN over the feedforward neural network is that it provides accurate results  
in a short period with minimal error. First, the designed GRNN architecture receives real-time obstacle information from the Infra-Red (IR) 
sensors of an E-puck robot. According to IR sensor data interpretation, this architecture sends the left and right wheel velocities command 
to the E-puck robot in the V-REP software platform. In the present study, the GRNN architecture includes the MIMO system, i.e., multiple 
inputs (IR sensors data) and multiple outputs (left and right wheel velocities). The three-dimensional (3D) motion and orientation results  
of the GRNN architecture-controlled E-puck robot are carried out in the V-REP software platform among scattered and wall-type obstacles. 
Further on, compared with the feedforward neural network, the proposed GRNN architecture obtains better navigation path length  
with minimum error results. 

Key words: e-puck robot, generalised regression neural network architecture, virtual robot experimentation platform software,  
                    scattered obstacle, Infra-Red sensor

1. INTRODUCTION 

Research on wheeled robotics can be categorised into two 
types: navigation control and stability control. For navigation 
control, we mainly focus on the kinematic part and control the 
displacement, velocity and acceleration of a wheeled robot. Simi-
larly, we consider the dynamic part of a wheeled robot and apply 
force to generate torque to achieve stability control over a robot. 
The researchers use various soft-computing methods like Fuzzy, 
Neural Network, Neuro-fuzzy, nature-inspired algorithms, and 
evolutionary algorithms for navigation and stability control. The 
meaning of navigation control of a wheeled robot is to search a 
collision-free optimal path from the starting location to the target 
among obstacles in the workspace. Obstacle avoidance and wall 
following problems come under navigation control, and the trajec-
tory tracking problem is solved by using stability control torque 
equations. The authors Elmi and Efe (2020) implemented a 
grasshopper algorithm to control the motion of a wheeled robot 
between static and dynamic hurdles. However, the authors pre-
sent only computer simulations, and real-time experiments on an 
experimental wheeled robot have not been found. Long et al. 
(2020) designed the hybridisation of A* algorithm with a bacterial 
foraging optimisation algorithm, and present the global path plan-
ning for an unmanned surface vehicle in a grid map environment. 

Ben Jabeur and Seddik (2020) developed an optimised PID 
neural network with a hybrid fuzzy controller for trajectory tracking 
and motion control of a two-wheeled mobile robot in unknown and 
complex environments. Although the 3D experiments of a two-
wheeled mobile robot were not carried out in that work, further 

research in this direction continues. Another work relevant for 
mention here would be that by Protik et al. (2019), where the 
authors apply chemical reaction optimisation algorithms with 
Euclidean-based fitness functions to determine an optimal motion 
and orientation control for a wheeled robot among uneven obsta-
cles. In Zhao et al. (2020), the authors designed a genetic algo-
rithm optimised type-2 fuzzy controller and implemented this 
developed controller to minimise the locomotion of a wheeled 
robot from a start point to the target between scattered obstacles. 
Pandey et al. (2019) applied an adaptive neuro-fuzzy inference 
system to perform an autonomous motion between static and 
dynamic obstacles for a wheeled robot. Multilayer perceptron 
feedforward neural network (Singh and Thongam, 2018; Pandey 
and Parhi, 2016) had been implemented for wheeled robot navi-
gation in the computer simulation environment between static and 
moving objects. Hadi and Younus (2020) designed the path track-
ing control architecture for a nonholonomic wheeled robot. Moreo-
ver, the authors briefly explain the kinematic and dynamic models 
of a wheeled robot in MATLAB graphical user interface environ-
ments. An extensive review article on the navigation of swarm 
robotics and their various control methods was reported in the 
reference (Osaba et al., 2019; Nedjah and Junior, 2019). 

Grid-map-based navigation and collision avoidance scheme 
for a wheeled robot were presented by Tripathy et al. (2021). In 
their work, different grid size environments are considered to 
show the motion results among obstacles. However, they did not 
show any real-time 3D navigation results in that work. Narasimhan 
and Bettyjane (2020) implemented the fuzzy rule-based architec-
ture to design a local path planner for two co-operating wheeled 
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robots in an unstructured environment. Wang (2021) used Genetic 
Algorithm (GA) to minimise the navigation path length of a 
wheeled robot in MATLAB software-based grid-map environ-
ments. As we know, the convergence rate of the GA is high, and 
that is why it takes more time to reach the goal from the source 
point. Almeida et al. (2021) study deep neural network-controlled 
visual landmarks-based motion planning for a differential-driven 
automated guided vehicle. The authors of Quan et al. (2021) 
applied harmony search algorithm and Morphin algorithm for a 
global path planning of an autonomous mobile robot between 
moving obstacle conditions. However, only two-dimensional (2D) 
simulation results were presented in that work. Teli and Wani 
(2021) designed the hybrid controller by taking the fuzzy method 
with an artificial potential field method and implemented this con-
troller to steer a wheeled robot autonomously between C and H 
types of complicated obstacle conditions. Proportional–Integral–
Derivative (PID) controller has been used in a study (Khan et al., 
2021) for the speed control of both DC motors of a wheeled robot 
during its navigation and obstacle avoidance behaviours. 

The application of different soft-computing methods like 
grasshopper algorithm (Elmi and Efe, 2020), bacterial foraging 
optimisation algorithm (Long et al., 2020), chemical reaction opti-
misation algorithm (Protik et al., 2019), genetic algorithm (Zhao et 
al., 2020), adaptive neuro-fuzzy inference system (Pandey et al., 
2019) and feedforward neural network (Ben Jabeur and Seddik, 
2020; Singh and Thongam, 2018; Pandey et al., 2019) in a 
wheeled robot motion planning problem motivates the authors to 
undertake the present research. After summarising the above-
cited elements in the literature, we have observed that most of the 
researchers (Ben Jabeur and Seddik, 2020; Singh and Thongam, 
2018; Pandey and Parhi, 2016; Almeida et al., 2021) have used 
feedforward or backpropagation neural network to control the 
motion and orientation of a wheeled robot among obstacles in 
various scenarios. Moreover, we have found that the GRNN pro-
vides accurate results in a short period with minimal error com-
pared to other neural networks like feedforward or backpropaga-
tion neural networks (Specht, 1991). This strength of the GRNN 
attracts the authors to select this method in the current work. 
Therefore, in this study, the authors choose GRNN architecture to 
control the motion of an E-puck robot among scattered and wall-
type obstacles. Further on, compared with the feedforward neural 
network (Singh and Thongam, 2018), the proposed GRNN archi-
tecture obtains better navigation path length with minimum path 
error. The contributions of this work are presented as follows: - 
Section 2 presents the kinematic study of an automated differen-
tial-driven two-wheeled E-puck robot. Section 3 provides the 
design of a GRNN architecture for motion and orientation planning 
and control of an E-puck robot among scattered and wall-type 
obstacles in the V-REP software environment. The outcomes of 
the experiments and comparative analysis are organised and 
elaborated in Section 4. Finally, the conclusion and future re-
search work of the present work are summarised in Section 5. 

2. KINEMATIC STUDY OF AN AUTOMATED DIFFERENTIAL-
DRIVEN TWO-WHEELED E-PUCK ROBOT 

This section derives the kinematic equations for an automated 
differential-driven two-wheeled E-puck robot, which control the 
motion and orientation of an E-puck robot during navigation 
among scattered obstacle in the V-REP software platform. Fig. 1 

illustrates the schematic representation of kinematic parts of an 
automated differential-driven two-wheeled E-puck robot in the 
two-dimensional rigid plane. The E-puck robot is a differential-
driven two-wheeled mobile robot developed by École 
Polytechnique Fédérale de Lausanne. The diameter of the E-puck 
robot is 7 cm, 5 cm height with the wheel diameter of 4 cm; and 
the total weight of the DDER is 0.16 kg. The E-puck robot can 
move in the forward and backward directions; and it can turn with 
a top speed of 0.15 m/s. It includes eight IR sensors with eight 
LEDs. IR sensors of the E-puck robot can read the obstacles 
between 0.01 m to 0.06 m range approximately. Fig. 2 shows the 
top view of the E-puck robot with the distribution of the eight IR 

sensors from 𝑆0 to 𝑆8. The following IR sensors readings: 𝑆0, 𝑆1, 

𝑆6, and 𝑆7 are used during motion and orientation controls in the 
present study. The front senor obstacle reading (𝐷𝑓) takes the 

minimum data of 𝑆0 and 𝑆7. Similarly, the left senor obstacle 
reading (𝐷𝑙) is the least value of 𝑆6 and 𝑆7. Next, we use the 

minimum data of 𝑆0 and 𝑆1 as a right senor obstacle reading 

(𝐷𝑟). The data of 𝐷𝑓 , 𝐷𝑙 , and 𝐷𝑟 , along with left and right wheel 

velocities, are used in the GRNN architecture to control the motion 
and orientation of an E-puck robot. 

 
Fig. 1. Schematic representation of kinematic parts of an automated  
            differential-driven two-wheeled E-puck robot  
            in the two-dimensional rigid plane 

 
Fig. 2. Top view of an E-puck robot with the distribution  
           of eight IR sensors 

Further on, the E-puck robot consists of two independent 
driving wheels that carry the mechanical chassis of a robot. The 
two driving wheels attached with the two separate stepper motors 

drive the E-puck robot. The 𝑉𝐿 denotes the left wheel velocity, and 
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𝑉𝑅  indicates the right wheel velocity in the kinematic equations. 
The E-puck robot moves in the solid plane, and a rigid chassis 
makes it. The axes (𝑥𝑐 , 𝑦𝑐) are the current posture of the E-puck 

robot from the origin 𝑂 point in the global frame {𝑂, 𝑋, 𝑌}. In Fig. 

1, 𝜃 denotes the orientation angle of the E-puck robot with respect 
to an axis (𝑂, 𝑋), 𝑏 is the track width between the left and right 

wheel drive systems, 𝑟 is the radius of the driving wheels and 𝐶 is 
the center of the mass of E-puck robot system. The following 
kinematic equations control the velocities and steering angle of 
the E-puck robot: - 

𝑉𝑐 =
𝑟

2
∙ (𝜔𝑅 + 𝜔𝐿) =

(𝑉𝑅+𝑉𝐿)

2
           (1) 

𝜔𝑐 = �̇� =
𝑟

2
∙ (𝜔𝑅 − 𝜔𝐿) =

(𝑉𝑅−𝑉𝐿)

𝑏
           (2) 

where 𝑉𝑐  and 𝜔𝑐  represent the center (mean) linear velocity and 
center angular velocity of the E-puck robot, respectively, these 𝑉𝑐  

and 𝜔𝑐  control the motion and orientation of the E-puck robot in 

the V-REP software platform, respectively. Next, 𝜔𝑅  and 𝜔𝐿 
denote the angular velocities of the right and left wheel driving 
systems, respectively. 

Next, the following equations express the velocity (linear and 
angular) with respect to time (𝑡): - 

𝑑𝑥

𝑑𝑡
= �̇�(𝑡) = 𝑉𝑐 ∙ cos 𝜃 =

𝑟

2
∙ (𝜔𝑅 + 𝜔𝐿) ∙ cos 𝜃         (3) 

𝑑𝑦

𝑑𝑡
= �̇�(𝑡) = 𝑉𝑐 ∙ sin 𝜃 =

𝑟

2
∙ (𝜔𝑅 +𝜔𝐿) ∙ sin 𝜃         (4) 

𝑑𝜃

𝑑𝑡
= �̇�(𝑡) = 𝜔𝑐 =

𝑟

𝑏
∙ (𝜔𝑅 − 𝜔𝐿)           (5) 

3. DESIGN OF A GRNN ARCHITECTURE FOR MOTION  
AND ORIENTATION PLANNING AND CONTROL  
OF AN E-PUCK ROBOT AMONG SCATTERED 
OBSTACLES IN THE V-REP SOFTWARE ENVIRONMENT 

This section reveals a brief description of a GRNN architec-
ture that controls the motion and orientation of an E-puck robot 
among scattered obstacles in the V-REP software platform. 
GRNN belongs to the family of the Statistical Neural Network 
(SNN) group, and the rest of this GRNN, the Radial Basis Func-
tion Neural Network and Probabilistic Neural Network are also the 
members of this SNN group. GRNN works based on the regres-
sion method, which was developed by Specht in 1991. The main 
advantage of this GRNN over the feedforward neural network is 
that it does not need an iterative-based training procedure 
(Specht, 1991). GRNN makes a linear or non-linear regression 
function between dependent variables (outputs) and independent 
variables (inputs) to provide the expected outcome. In the present 
work, the GRNN architecture takes the IR sensors data infor-

mation as three inputs (Df, Dl, and Dr) and wheel velocities (VL 

and VR) as two outputs of an E-puck robot. Tab. 1 reveals the 
inputs and outputs data set, which are fed into the GRNN archi-
tecture to control the motion and orientation of an E-puck robot in 
the V-REP software platform among scattered obstacles. The 
ranges of inputs (Df, Dl, and Dr) have taken from IR sensor 

range of an E-puck robot, and the ranges of outputs (VL and VR) 
are fixed between 0.063 m/sec to 0.150 m/sec. Fig. 3 shows the 
basic structure of the MIMO system GRNN architecture, which 

combines different layers. The GRNN architecture consists of four 
layers: an input layer, pattern layer, summation layer, and output 
layer. As shown in Fig. 3, the input layers connect the second 

pattern layer through the weight of the pattern layer (wp). Similar-

ly, each pattern layer is connected to the summation layer through 

the weight of the summation layer (ws). The summation layer can 
be divided into the D-summation and S-summation neurons. The 
different steps of the GRNN architecture can be represented as 
follows:  

𝐺 |
𝑣

𝑢
| =

∫ 𝑣∙𝑓(𝑢,𝑣)
∞
−∞ 𝑑𝑦

∫ 𝑓(𝑢,𝑣)
∞
−∞ 𝑑𝑦

                          (6) 

Eq. (6) expresses the regression equation of the dependent 

variable (𝑣) on the independent variable (𝑢). In Eq. (6), 𝑢 =
[𝑢1, 𝑢1, … , 𝑢𝑛]

𝑇 denotes the number of inputs, and 𝑣 =

[𝑣1, 𝑣1, … , 𝑣𝑗]
𝑇

 represents the number of outputs. Next, the 

function 𝑓(𝑢, 𝑣) calculates the probability density for 𝑢 and 𝑣. 

Tab. 1. Inputs and outputs data set for GRNN architecture 

𝑫𝒇 in 

meter 

𝑫𝒍 in 
meter 

𝑫𝒓 in 
meter 

𝑽𝑹 in 
meter/second 

𝑽𝑳 in 
meter/second 

0.01 0.024 0.01 0.075125 0.062125 

0.024 0.01 0.01 0.075125 0.0775 

0.01 0.01 0.024 0.0639 0.0775 

0.016 0.032 0.012 0.097875 0.071625 

0.032 0.016 0.012 0.097875 0.096375 

0.012 0.016 0.032 0.067875 0.099 

0.032 0.012 0.016 0.092625 0.101625 

0.032 0.032 0.032 0.098125 0.11025 

0.048 0.024 0.036 0.100375 0.124875 

0.024 0.048 0.036 0.100375 0.110375 

0.036 0.024 0.048 0.08225 0.12875 

0.014 0.022 0.03 0.0735 0.09625 

0.03 0.014 0.022 0.085375 0.102875 

0.022 0.03 0.014 0.098625 0.07775 

 

Fig. 3. The basic structure of the MIMO system GRNN architecture 

The input layer collects the information from inputs (𝑢) and 
stores this information. After getting inputs, the number of neurons 
is allotted to each input. Next, the input neurons of the input layers 
are sent to the pattern layer. The pattern layer uses a Gaussian 

function (𝜑𝑖) as follows: - 

𝜑𝑖 = 𝑒𝑥𝑝 {−
(𝑢−𝑈𝑖)

𝑇(𝑢−𝑈𝑖)

2𝜎2
}           (7)  

where 𝑖 = 1, 2,…,n; and 𝜎 represents the width or spread 
notation, which adjusts the value of final network outputs, the 
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present study takes 𝜎 = 1. 𝑈𝑖 is the training vector of the 𝑖th 
neuron in the pattern layer. In the fourth layer (final layer), the 

following function calculates the final outputs (𝑣𝑖) of GRNN 
architecture: 

𝑣𝑖 =
∑ 𝑤𝑖∙𝜑𝑖
𝑛
𝑖=1

∑ 𝜑𝑖
𝑛
𝑖=1

                                          (8)  

where 𝑤𝑖  makes the weight connection between the 𝑖th neuron of 
the pattern layer and summation layer node.  

4. EXPERIMENTAL RESULTS OF AN E-PUCK ROBOT 
AMONG THREE-DIMENSIONAL SCATTERED OBSTACLES 
AND COMPARISON WITH FEEDFORWARD NEURAL 
NETWORK (SINGH AND THONGAM, 2018)  
IN THE TWO-DIMENSIONAL PLATFORM 

This section reveals the motion and orientation results of 
GRNN architecture-controlled E-puck robot in the three-
dimensional (3D) V-REP software platform among scattered 
obstacles. Also, the feedforward neural network (Singh and 
Thongam, 2018) is selected for comparison in the 2D platform. 
The 3D simulation environments with an E-puck robot and 
scattered obstacles are built in the V-REP software. The GRNN 
architecture with inputs and outputs data set and the kinematic 
equation are scripted in the MATLAB programming language. The 
remote Application Program Interface (API) function makes an 
interface between the MATLAB and V-REP software. After 
interfacing, we run the MATLAB script, and simultaneously we 
start the simulation in V-REP software. The script sends the 
motion control command to the E-puck robot in the 3D V-REP 
software platform, and the GRNN architecture gives the right, and 
left wheel velocities command to the E-puck robot according to 
the front, left, and right IR sensor readings. Fig. 4 illustrates the 
snapshot of an automated differential-driven two-wheeled E-puck 
robot that performs the experiments in the 3D V-REP software 
platform among scattered obstacles. 

 
Fig. 4. Automated differential-driven two-wheeled E-puck robot 

Further on, Fig. 5 reveals the 3D motion control results of an 
E-puck robot among scattered obstacles in the V-REP software 
platform using a GRNN architecture. The axis size is taken 
230 × 230 cm2 in Fig. 5. Next, the E-puck robot begins the motion 
from (210 cm, 10 cm) and reaches the target location, placed at 
the left corner (10 cm, 210 cm). Five green color cuboids and four 
yellow color cylindrical obstacles are randomly placed in the 

software platform to test the performance of the GRNN 
architecture in an E-puck robot. At first, the E-puck robot goes to 
reach the target, and after moving some distance, the E-puck 
robot finds obstacles within the specified sensory range. Then 
GRNN architecture is activated and sends the left and right wheel 
velocity control command to E-puck robot to avoid the obstacles. 
Fig. 8 shows the real-time recorded angular velocities 
(degree/seconds) of a right wheel (magenta color) and left wheel 
(cyan color) of an E-puck robot during motion control in the V-REP 
software platform of Fig. 5. 

 

 
Fig. 5. 3D motion control results of an E-puck robot among scattered  
            obstacles in the V-REP software platform  
            using a GRNN architecture 
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Fig. 6. 3D motion control results of an E-puck robot among wall- 
            typeobstacles in the V-REP software platform  
            using a GRNN architecture 

 
Fig. 7. 3D motion control results of an E-puck robot among many  
            cylindrical shape obstacles in the V-REP software platform  
            using a GRNN architecture 

 
Fig. 8. Real-time recorded angular velocities (degree/seconds)  
            of a right wheel (magenta color) and left wheel (cyan color)  
            of an E-puck robot during motion control in the V-REP software  
            platform of Fig. 5 

Similarly, Fig. 9 displays the real-time recorded linear 
velocities (m/s) of a right wheel (yellow color) and left wheel (blue 
color) of an E-puck robot during motion control in the V-REP 
software platform of Fig. 5. As we can see in Fig. 5, the target 
(blue color small cuboid) is placed at the left corner, and that is 
why, most of the time, the E-puck robot takes a left turn to reach 
the goal. It means that the GRNN architecture increases the 
angular and linear velocity of the right wheel compared to the left 
wheel, as shown in Figs. 8 and 9, respectively. The E-puck robot 
covers 130 cm distance to reach the target from the starting 
location between scattered obstacles and takes 35 s. Figs. 6 and 
7 show the motion control results of an E-puck robot among wall-
type and many cylindrical shape obstacles in the V-REP software 
platform using a GRNN architecture, respectively. Further on, 
these figures present the different positions of an E-puck robot 

during navigation and obstacle avoidance in a single-single 
snapshot. The axis size is taken 230 × 230 cm2 in both Figs. 6 
and 7. In Fig. 6, the robot starts moving from (100 cm, 25 cm) and 
reaches the target location, placed at the coordinate (120 cm, 
200 cm). Similarly, in Fig. 7, the robot begins motion from (20 cm, 
20 cm) and reaches the target, located at the coordinate (210 cm, 
210 cm). In both these figures, it can be seen that after moving 
some distance, the sensors of the robot detect the obstacles. 
Then, the GRNN architecture is activated and provides the left 
and right wheel velocity control command to the E-puck robot to 
avoid wall-type and many cylindrically shaped obstacles and 
reach the target successfully without any collision. 

 
Fig. 9. Real-time recorded linear velocities (meter/seconds) of a right  
            wheel (yellow color) and left wheel (blue color) of an E-puck robot   
            during motion control in the V-REP software platform of Fig. 5 

 
Fig. 10. 2D motion planning and control comparison result between  
              proposed GRNN architecture and feedforward neural network  
              (Singh and Thongam, 2018) among scattered obstacles  
              in the same platform 

After obtaining the 3D motion-control results of an E-puck 
robot, we perform the comparative study between the proposed 
GRNN architecture and previously developed feedforward neural 
network (Singh and Thongam, 2018) in the same 2D platform. Fig. 
10 reveals the 2D motion planning and control comparison result 
between the proposed GRNN architecture and feedforward neural 
network (Singh and Thongam, 2018) among scattered obstacles. 
The purple color trajectory presents the GRNN architecture 
controlled motion result of an E-puck robot in Figure Fig. 10. 
Similarly, the red color trajectory shows the navigation result of a 
feedforward neural network (Singh and Thongam, 2018) driven E-
puck robot. As shown in Figure Fig. 8, the GRNN architecture 
controlled E-puck robot utilises a shorter distance to reach the 
target compared to the feedforward neural network (Singh and 
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Thongam, 2018) driven E-puck robot because GRNN provides 
accurate network output with minimal error (Specht, 1991). 
Further on, Tab. 2 compares the GRNN architecture and 

feedforward neural network (Singh and Thongam, 2018) in terms 
of trajectory path length and time. 

Tab. 2. Result comparison between the GRNN architecture feedforward neural network (Singh and Thongam, 2018)  
             in terms of trajectory path length and time 

Name of applied method 
Figure 

number 
Begin Target 

Trajectory 
path length 

(cm) 

Trajectory 
time 

(seconds) 

Trajectory 
path length 
error (cm) 

GRNN architecture Fig. 10 (210 cm, 10 cm) (10 cm, 210 cm) 130 cm 35 s 1.34 cm 

Feedforward neural network  
(Singh and Thongam, 2018) 

Fig. 10 (210 cm, 10 cm) (10 cm, 210 cm) 138 cm 38 s 2.91 cm 

 

5. CONCLUSION AND FUTURE WORK 

This article has presented the motion planning and control 
technique for an E-puck robot by applying GRNN architecture in 
the V-REP software platform among scattered obstacles. The 
GRNN architecture receives real-time obstacle information as 
inputs from the IR sensors of an E-puck robot. According to IR 
sensor data interpretation, this architecture sends the left and right 
wheel velocities command as outputs to the E-puck robot during 
navigation among obstacles. The programming of GRNN 
architecture and kinematic equations has been written in the 
MATLAB script. This script controls the motion and orientation of 
an E-puck robot in the V-REP software platform through the 
remote-API function. The different 2D and 3D simulation results 
demonstrate that the GRNN architecture successfully 
autonomously controls the motion and orientation of an E-puck 
robot. 

Moreover, as compared to the feedforward neural network 
(Singh and Thongam, 2018), the proposed GRNN architecture 
has provided better results in a short period with minimal error. 
Future work can include dynamic scattered obstacles instead of 
static obstacles. Also, this presented method can be used for 
motion and orientation control of multiple E-puck robots. 
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Abstract: Engines powered by compressed air as a source of propulsion are known for many years. Nevertheless, this type of drive is not 
commonly used. The main reason for not using commonly is the problem with the low energy density of the compressed air. They offer  
a number of advantages, primarily focusing on the possibility of significantly lowering the emissions of the engine. Their emissivity mainly 
depends on the method of obtaining compressed air. This also has an impact on the economic aspects of the drive. Currently there are  
only a few, ready to implement, compressed air powered engine solutions available on the market. A major advantage is the ability  
to convert internal combustion engines to run with compressed air. The study provides a literature review of solutions, focusing  
on a multifaceted analysis of pneumatic drives. Increasing vehicle approval requirements relating to their emissions performance  
are encouraging for the search of alternative power sources. This creates an opportunity for the development of unpopular propulsion  
systems, including pneumatic engines. Analysing the works of some researchers, it is possible to notice a significant increase  
in the efficiency of the drive, which may contribute to its popularisation. 

Key words: emission reduction, drive sources, pneumatic engine, compressed air engine, pneumatic hybrid 

1. INTRODUCTION 

As a result of a significant decrease of air quality in large cities 
and the fight against emissions of harmful substances, more and 
more restrictive and at the same time more difficult to fulfil legisla-
tive limits for exhaust emissions are introduced (Bielaczyc and 
Woodburn, 2019; Kamguia Simeu and Kim, 2018; Pavlovic et al., 
2016; Varella et al., 2017). An additional factor contributing to the 
tightening of the criteria necessary for the approval of vehicles 
was the detection of fraud done by the automotive companies 
during the emissivity tests, which directly contributed to the modi-
fication of the driving tests (Puškár et al., 2019). The main chang-
es to the approval tests are the introduction of a new exhaust 
emission test cycle known as Worldwide Harmonized Light Vehi-
cles Test Procedure (WLTP) replacing the cycle New European 
Driving Cycle (NEDC) and the implementation of the measure-
ment in real traffic real drive test (RDE) (Hooftman et al., 2018; 
Sileghem et al., 2014). The main differences between the WLTP 
cycle and the NEDC cycle are the increased measurement dura-
tion time, the more than doubled total distance travelled during the 
test and the higher average velocity (Ligterink et al., 2016). These 
changes, together with the complementation of laboratory tests 
with tests in road traffic, contribute to bringing the test results 
closer to the real-vehicle emissivity. Another step undertaken by 
the European Commission is the tightening of the limit on the 
average CO2 emissions imposed on vehicle manufacturers, from 
2020, CO2 emissions during vehicle approval can be 95 g/km, a 
15% reduction by 2025 and a 37.5% reduction by 2030 (García et 
al., 2020). This forces automotive companies to look for new 
solutions for reducing the emissions of internal combustion en-
gines (Fig. 1), including the following: 

 ATAC (Active Thermo-Atmosphere Combustion) – heating of 
the fuel and air mixture causing more rapid combustion (Akira 
and Hideo, 2004; Onishi et al., 1979; Xingcai et al., 2008); 

 ACT (Active Cylinder Technology) – system which deactivates 
the work in cylinders when driving with a constant load 
(Gosala et al., 2017; Joshi et al., 2017; Lee et al., 2018; 
Muhamad Said et al., 2014); 

 SPCCI (Spark-Controlled Compression Ignition) – com-
pressed mixture ignition controlled by a spark plug (Hannan et 
al., 2014; Olesky et al., 2014; Robertson and Prucka, 2019; 
Shuai et al., 2018); 

 HCCI/CAI (Homogeneous Charge Compression Igni-
tion/Controlled Auto-ignition) – combustion of a homogeneous 
mixture (Jeuland et al., 2004; Khandal et al., 2019; Saiteja and 
Ashok, 2021; Wang et al., 2010); 

 RCCI (Reactivity Controlled Compression Ignition) - combus-
tion using mixtures with different chemical activities 
(Duraisamy et al., 2020; García et al., 2020; Kakaee et al., 
2016; Mikulski et al., 2018; Reitz and Duraisamy, 2015); 

 TWC (Three-Way Catalytic Converter) – high performance 
catalytic reactors (Heck and Farrauto, 2001; Keav et al., 2014; 
Santos and Costa, 2008); 

 DPF (Diesel Particulate Filter) – particulate filters for com-
pression ignition engines (Bensaid et al., 2011; Guan et al., 
2015; Khair, 2003; Myung et al., 2009); 

 GPF (Gasoline Particulate Filter) – particulate filters for spark 
ignition engines (Joshi and Johnson, 2018; Ko et al., 2019; 
Lambert et al., 2017; Xia et al., 2017; Yang et al., 2018); 

 SCR (Selective Catalytic Reduction) – selective catalytic 
reduction systems (Forzatti, 2001; Guan et al., 2014; Latha et 
al., 2019; Li et al., 2011). 
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Using this type of system causes considerable complications 
in the construction of the drive unit and further increasing the 
costs associated with vehicle manufacturing. In the majority of 
cases, the reduction level of harmful emissions is, however, not 
fully satisfactory. Another option is the use of alternative propul-
sion sources. A number of solutions have been developed over 
the years, including the use of fuels so that the combustion pro-
cess is less harmful to the environment, the development of hybrid 
systems combining an internal combustion engine with another 
source of propulsion, or using only propulsion systems which do 
not require combustion. Among the fuels enabling to obtain lower 
emission results, the liquefied petroleum gas (LPG) (Ashok et al., 
2015; Beik et al., 2020; Usman et al., 2020) and compressed 
natural gas (CNG) (Weaver, 1989; Yeh, 2007) should be men-
tioned as important ones. Conversion of an internal combustion 
engine to operate with LPG is popular in the case of passenger 
cars, although this is not favoured in the more complicated design 
of the engines. (Borawski, 2015; Mitukiewicz et al., 2015; Szpica 
et al., 2014). CNG gas as a fuel is more commonly applied in 
commercial vehicles as well as in work machines (Thiruvengadam 
et al., 2018). Hybrid systems typically use a combination of an 
internal combustion engine with an electric drive, nowadays the 
majority of manufacturers offer vehicles with this type of power 
system (Hannan et al., 2014; Raslavičius et al., 2017). A less 
common solution combines a combustion engine with a pneumat-
ic or hydraulic drive (http:/www.groupe-psa.com). In this configu-
ration of the system, energy is accumulated in the form of a pres-
surised fluid. Drive systems use a hydraulic drive combined with 
an internal combustion engine enable a high potential for emission 
reduction through braking energy recovery (Baseley et al., 2007; 
Zhou et al., 2020). In the case of propulsion systems which do not 
require a combustion process, fully electric cars predominate and 
considerable emphasis is also being placed on the development 
of cars powered by fuel cells (Manoharan et al., 2019; Raslavičius 
et al., 2015). Vehicles powered only by pneumatic propulsion 
have not gained significant popularity so far. 

 
Fig. 1. Solutions applied by automotive companies to reduce exhaust 

emissions 

The idea of using compressed air to power vehicles is not 
new, which dates to the middle of the 19th century (Mishra and 
Sugandh, 2014). Although the first attempts in a new type of 
propulsion, carried out on a passenger vehicle by French inven-
tors Andraud and Tessie of Motay (Wasbari et al., 2017), were 
successful, this solution has not gained popularity. Only the tram-
way powered by compressed air, developed by Ludwik Mekarski, 

made this type of propulsion more widespread (Thipse, 2008). It 
had an innovative heating system for the supplying air using a 
steam heater, which eliminated the problem of freezing of drive 
train components caused by the expansion of air 
(https://www.tramwayinfo.com). Initial tests were carried out on 
the streets of Paris, while in 1879 in the city of Nantes, vehicles 
powered by compressed air were introduced into the developing 
tramway network. The new type of public transport grew in popu-
larity, and over the following years the fleet of Mekarski trams 
expanded to 94 units only in the city of Nantes 
(https://www.tramwayinfo.com). Similar solutions of tramways, as 
well as locomotives of other designers, have found applications in 
many large cities in the world such as London and New York 
among others. With the intensive development of the urban elec-
tricity network in the early 20th century, compressed air tramways 
were gradually replaced by electrically powered vehicles. Howev-
er, it did not lead to a complete suspension of the development of 
rail vehicles powered by compressed air. They were widely used 
in mines and other places where other types of power supply were 
not able to work, e.g. in the construction of tunnels. The H. K. 
Porter Company started to introduce compressed air powered 
locomotives for use in mines from the end of the 19th century 
(https://americanindustrialmining.com). By using an engine in 
which the air was expanded in two stages, the range between 
refilling the air tanks was significantly increased. For many years, 
this type of propulsion system had no alternatives in places requir-
ing special working conditions. The first attempts of building a car 
powered by compressed air engines date to the turn of the 1920s 
and 1930s. (Wasbari et al., 2017). Some of the engine solutions 
have been patented (Archer, 1929; Eliot, 1934; Friar and Hold-
croft, 1925; Wittig, 1925), but none of them entered into serial 
production. The reasons for this are due to the dynamic develop-
ment of combustion engines and the unlimited access to fossil 
fuels. The interest in the compressed air engine subject revived 
with the fuel crisis of the 1970s. Again, attempts were made to 
implement a new type of propulsion system for cars. The inven-
tors have patented several solutions (Brown, 1972; Cestero, 1985; 
Johnson, 1983; Miller, 1980; Wagner, 1975). In the early 1990s, 
French engineer Guy Negre, the founder of MDI company, began 
work on a prototype of a vehicle powered by compressed air. 
Over the years, MDI has made several prototypes of small vehi-
cles with a range reaching up to 200 km, although serial produc-
tion has not been undertaken (https://www.mdi.lu). Inventor Ange-
lo Di Pietro has developed a design for an unconventional pneu-
matic engine which is ready to be implemented in vehicles 
(https://www.engineair.com.au; Di Pietro, 1999). During the entire 
period of motor vehicle development, work on compressed air 
power solutions has been repeatedly revisited. However, it usually 
did not lead to the initiation of serial production on a mass scale. 
Following the current trends in emissions reduction, it is possible 
to forecast the prospect of long-term development of alternative 
power sources, including pneumatic engines (Shi et al., 2016). 

2. PRIMARY ASPECTS OF PNEUMATIC DRIVES 

2.1. Ecological Aspects 

The compressed air engine concept is a zero-emission drive, 
the only product of its operation is the air cooled by the expansion 
process. In fact, similarly to electric drives, it transfers the problem 
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of emissions from the engine itself, to the stage of energy genera-
tion. The emissivity of pneumatic drives is mainly dependent on 
the method of producing compressed air. With the use of energy 
from renewable sources, it is possible to achieve zero-emission 
propulsion. This is facilitated by the multitude of solutions for air 
compression equipment, as well as the types of power supply. 
The simplest system is powering an electric compressor with 
energy created by photovoltaic panels or a wind power plant. 
Similar solutions are used in compressed air energy storage 
(CAES) systems (Budt et al., 2016; Luo et al., 2014; Wang et al., 
2017; Zhou et al., 2019) to store energy using compressed air. 
The operation of this system is based on the compression of air at 
a time of low electricity demand and storing it in underground 
tanks (Lund and Salgi, 2009). At the time of increased electricity 
consumption, the compressed air powers the generators which 
produce electricity. These solutions, similarly to pneumatic drives, 
are still in the developmental stage, their major problems are the 
temperature changes during compression and expansion pro-
cesses, and the losses associated with this. Despite these adver-
sities, so far there are already two facilities in the world using this 
technology (Chen et al., 2016). At the current stage of develop-
ment, facilities of this type cannot replace other sources of elec-
tricity generation and storage, although they can significantly help 
to relieve them, which would also contribute to reducing the harm-
ful effects of human activity on the environment. A similar situation 
occurs with pneumatic drives. 

Powering the air compressor with an internal combustion en-
gine contributes to increasing the overall emissivity of the pneu-
matic drive. However, it should be emphasised that the internal 
combustion engine used to drive the compressor could be operat-
ed in a ‘phlegmatic’ drive mode, within a limited range of specific 
rotational speeds. In such a case, it is possible to optimise the 
drive system to a high level in terms of emissivity and fuel con-
sumption. 

A further important environmental aspect is the materials from 
which the compressed air engine can be manufactured. As op-
posed to the internal combustion engine or electric motor, the 
pneumatic engine during operation does not become warm, in-
stead cooling as a result of air expansion. During long operation, 
this may lead to the freezing of certain components, in particular 
the exhaust manifold. The problem can be simply solved by heat-
ing the supply air or using a heat exchanger. In comparison to 
other drive units, it results in a reducing temperature range in 
which the engine operates, thus the engine design does not re-
quire the use of materials with high resistance parameters and 
sufficient thermal expandability under varying thermal load 
(Borawski, 2020; Mieczkowski, 2016a; Myagkov et al., 2014). The 
possibility of using commonly available engineering materials for 
the design of the propulsion system has a wide-ranging environ-
mental impact. Specialised materials involve the use of admix-
tures of elements rarely found in the environment, which extrac-
tion and processing often requires the consumption of large 
amounts of energy. The extraction of these raw materials is also 
associated with irreversible environmental impacts. If the raw 
material is only found in a few places on earth, an additional factor 
generating further emissivity arises – transport to the place of 
further processing (Sen et al., 2019). The use of unconventional 
materials in design, which require complex technological process-
es, also contributes to the complication of repairs of components. 
It often contributes to the fact that the repair of a component is 
economically unviable. As a result, the operating period of the 
product is reduced. Used, end-of-life components cannot always 

be recycled or utilised, and even if they can, the process is not as 
easy as with typical engineering materials (Harper et al., 2019). 
This once again results in the generation of pollution. All of this 
contributes to generating a carbon footprint even before the vehi-
cle is used, which often is not taken into account in assessing the 
emissions performance of a specific fuel type (Hawkins et al., 
2013). Today, the field of materials science is developing at a 
dynamic rate, and new materials are created with taking into 
account environmental issues during their design. Nevertheless, 
engineers still have to make compromises between the selected 
parameters. For materials with low strength requirements, it is 
easier to find a substitute in the form of an alternative raw materi-
al, which can be partly made of recycled materials. 

The other advantage of running in a lower operating tempera-
ture range is the lack of need to use viscosity grade oils in the 
drive unit (Gołębiowski et al., 2019a, 2019b, 2018). The functional 
properties of oil in pneumatic engines are only limited to lubrica-
tion of the cooperating parts and there is no need for oil to dissi-
pate heat from thermally stressed components. For many years, 
internal combustion engine manufacturers have been trying to 
extend oil change intervals by using long-life oils. Studies demon-
strate that this does not always have a positive effect on the life 
span of the drive unit (Kral et al., 2014). In a compressed air 
powered engine, there is no combustion process which mainly 
causes oil contamination, directly contributing to the degradation 
of the lubricant. It enables to extend the maintenance interval of 
the vehicle. According to MDI Company, for the engine designed 
by them, one litre of vegetable oil allows to use the engine for 
25,000 km (https://air-volution.com.au). From an environmental 
point of view, this is a considerable reduction in the pollutants 
generated during the production of synthetic oils. In case of leak-
age from the engine, vegetable oil causes no harmful effects on 
nature and its eventual release into the groundwater will not pose 
a threat of pollution of the environment. It also solves the problem 
of used oil utilisation, which with the current lubricants used in 
internal combustion engines contributes to environmental degra-
dation. 

A similar situation occurs with the cooling system, the com-
pressed air engine does not require a cooling system using a 
liquid due to the absence of high temperatures. This eliminates 
the consumption of one of the basic operating fluids, whose pro-
duction and possible leaks also contribute to environmental dam-
age. Over the lifetime of the vehicle, assuming an average cooling 
system volume of approximately 7 litres, and a fluid change of the 
entire system every 2 years, the savings per vehicle will be signifi-
cant (Hudgens and Bustamante, 1993). Regarding electric vehi-
cles, as a substitute for engine cooling, the problem of maintaining 
an adequate temperature of the battery pack has to be taken into 
account. As the temperature decreases, the efficiency of the 
battery declines, leading to a reduction in the vehicle’s range, 
whereas excessively high temperatures may lead to overheating 
dangerously. For this purpose, thermal management system 
(TMS) systems are created to maintain the specified temperature 
in the battery unit (Pesaran, 2001; Zhao et al., 2020). Currently 
there are various TMS solutions in use, some of the most efficient 
are active systems using a liquid like glycol or gas like refrigerant 
R134a (Katoch and Eswaramoorthy, 2020; Kim et al., 2019). 
Despite testing of the use of an environmentally friendly sub-
stance for this purpose, the problem is still not solved, and further 
efforts to improve a vehicle’s range and reduce recharge times 
may result in the need for active systems (Wu et al., 2019). In 
comparison to electric and internal combustion engines, pneumat-
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ic engines generate zero or minimal environmental impact in this 
aspect. 

Considering the environmental aspects of an air engine, it is 
important to pay attention not only to the emissivity of the com-
pressed air preparation stage itself, but also to the overall view of 
the issue. The simplicity of the design and the low strength re-
quirements of the drive unit components contribute to a signifi-
cantly lower impact on environmental degradation. 

2.2. Economic Aspects 

The development of pneumatic drives has repeatedly been 
displaced by other, more promising types of drives. Partly it is due 
to the economic circumstances characterising the compressed air 
supply. Pneumatic drives have for years faced problems due to 
the physical properties of air. Compressed air as an energy carrier 
has a low energy density, particularly in relation to liquid fuels. A 
summary of energy densities for currently used vehicle power 
sources is given in Fig. 2. 

It contributes to the demand for a much higher volume of 
compressed air needed to achieve the same range compared to 
other propulsion sources. In a study (Creutzig et al., 2009), a 
comparison of power systems is presented in a city car as an 
example. The authors conducted the analysis taking into account 
a number of factors, including the efficiency of each propulsion 
source. In order to achieve a range of 115 km, the vehicle used 
for the analysis needed 4 litres of fuel or, equivalently, 780 litres of 
compressed air. Such a volume requires a significant amount of 
space in the vehicle for the compressed air tank. An intermediate 
solution to the problem is the increasing the pressure of the air 
storage. This raises the problem of the proper design of the tank 
as well as the losses occurring during the air compression pro-
cess. Electric vehicles also have an advantage over compressed 
air power, although the difference with the internal combustion 
engine is not as pronounced. On comparing the weight of the fuel, 
the respective weights found to be 4.8 kg for liquid fuel, 53 kg for 
compressed air and 140.3 kg for electric power. The range of 
compressed air and electric vehicles is strongly dependent on 
their total weight, although it should be noted that the weight of 
the battery does not change with the level of charge. The large 
weight of the electric battery pack affects the vehicles driveability 
and worsens its handling, which becomes apparent also during 
the ‘moose’ test (Mazumder et al., 2012; Szpica, 2019). Another 
problem is the losses caused by the change of air temperature 
when increasing or decreasing its pressure. Compression of air 
causes an increase in its energy, which in turn increases the 
temperature of the gas (Zhang et al., 2014). In ideal conditions, 
the air would have sufficient time to equilibrate the temperature to 
ambient temperature – the transformation would then be isother-
mal. In fact, the operation of most compressors has a character 
closer to an adiabatic conversion, resulting in a higher energy 
requirement to compress the same amount of air as in an iso-
thermal conversion. Slowdown compression process is not a good 
solution due to increased vehicle charging time. Another way is to 
use multistage compressors, in which heat exchangers are used 
between the individual compression stages to cool the air 
(Grazzini and Milazzo, 2012; Yang et al., 2013). The air expansion 
process in the pneumatic engine has an adiabatic character due 
to its dynamic nature, where air temperature is reduced as a result 
of the release of energy accumulated in the air. In this case, also 

the progressive expansion of the air, additionally with heating to 
equalise the air temperature is beneficial. In practice; this solution 
consists of first reducing the air pressure from the value at which it 
is stored in the tank to an intermediate pressure, and then reduc-
ing the pressure to the working pressure prevailing in the engine 
and heating it before performing work. 

 
Fig. 2. Summary of energy density parameter for different power sources 

(Papson et al., 2010) 

The economy of pneumatic drives is highly dependent on the 
achieved efficiency. The designs achieving low efficiency are not 
only economically unjustifiable, but may also be ultimately envi-
ronmentally unfriendly as they require significantly more energy in 
comparison to other propulsion sources. The key to achieving the 
right efficiency is the appropriate use of available technology to 
eliminate compression and expansion losses. In addition, com-
pressed air powered engines are not extensively researched, in 
relation to internal combustion engines or electric drives. There 
are not many studies dedicated to the evaluation of the impact of 
power supply conditions on compressed air engine performance. 
Commercial constructions demonstrate the validity of this type of 
drive. Developing existing units and new designs can provide 
measurable benefits in terms of economy. 

2.3. Safety Aspects 

Until now, official crash test of a vehicle powered by com-
pressed air has not been conducted. In terms of design require-
ments, the bodywork of such a vehicle does not differ from the 
currently used solutions. The difference is the presence of a com-
pressed air tank, which has to comply with a number of safety 
requirements. Compressed air storage in pressure tanks is a well-
known, widely used issue. In the case of vehicles, an important 
element is the proper installation of the tank, ensuring its stable 
position in the vehicle and protecting it against damage or tearing 
out. Over the years, the necessary standards and norms have 
been developed for steel and composite tanks respectively, allow-
ing for safe operation. Inspection of the tanks occurring during the 
mandatory technical inspection of the vehicle would ensure an 
appropriate interval for checking the condition of the tank. Legisla-
tive standards require an assumed operating lifetime over a mini-
mum of 15 years when calculating the strength of the tank. Re-
garding LPG gas systems, the approval for the tank is only issued 
for 10 years, after which the tank must be replaced or renewed, 
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approval for CNG gas the lifetime is 20 years. The warranty period 
for the battery in currently manufactured electric vehicles is a 
maximum of 10 years, applicable to only a few manufacturers. 
However, this does not mean that the battery is no longer usable, 
although it should be noted that over the years, batteries lose their 
capacity. This adversely affects the vehicle range, causing more 
frequent charging, which also contributes to the deterioration of 
the batteries performance (Hoke et al., 2011). The cost of a new 
battery pack for an electric car is significantly greater than the 
replacement of a steel or even composite air tank. Another im-
portant element responsible for safety in a vehicle using pneumat-
ic drive is the safety valve. Its operation shall be periodically in-
spected to ensure that the pressure in the tank cannot rise above 
the admissible level. If the admissible value is exceeded, which 
can occur when refilling the compressed air, the valve starts with 
bleed air until the safe pressure is reached, at which it will auto-
matically close (Crosby Valve Inc., 1997). This solution is much 
safer than charging the battery of an electric vehicle, which in 
extreme cases of overcharging can result in a potential fire. Ana-
lysing extreme cases of hazards related to the compressed air 
supply system, attention should be primarily focused on bursting 
of tanks under high pressure as a result of defects. Compressed 
air, as opposed to other gases used as propulsion sources, is 
non-flammable, therefore there is no risk of ignition even if a large 
volume is released in a short period of time. A real health risk for 
people in the surroundings is the high sound level during an ex-
plosion. To ensure safety, the tank shall be mounted on the vehi-
cle in such a way to minimise the possibility of physical damage to 
the tank while the vehicle is running. (Thipse, 2008). 

2.4. Charging Network for Pneumatic Drives 

One of the main problems of developing every vehicle power 
source is the absence of a charging or refuelling station. In many 
cases, this is the main reason for the limited popularity of a partic-
ular power source and the consequent reduction of its develop-
ment rate. The expansion of the drive is also strongly influenced 
by all kinds of taxes relief or other forms of incentives for the 
development of the necessary infrastructure, a good example of 
which in recent years is the development of electric drives and the 
emergence of charging stations (Foley et al., 2010; Morrow et al., 
2008). Today, almost every service station has an air compressor, 
commonly used to pump up a vehicle tyre. The maximum operat-
ing pressure of most of the used compressors is only 6 bar, which 
is below the operating pressure of the pneumatic engine, and 
definitely lower than the pressure prevailing in the air tanks of the 
existing prototype vehicles. However, there are devices available 
to increase the pressure obtained in a compressor, called pres-
sure intensifiers, which could achieve a pressure sufficient to fill 
the tanks of some of the current prototype designs. This could 
enable current stations to have a simple and low cost adjustment 
to power prototype vehicles. Similar solutions could also be ap-
plied in other places with compressed air supply infrastructure, 
such as industrial plants. In the case of pneumatic vehicles, which 
also allow for the use of the engine as a compressor, an electric 
vehicle charging station could be used to fill the compressed air 
tanks. In such a case, an electric engine powered from the 
charger drives the pneumatic engine. The recharge time then 
depends on the efficiency of the engine mode of operation as a 
compressor. 

3. COMPRESSED AIR POWERED ENGINES 

3.1. MDI Company Engine 

The company MDI, founded by engineer Guy Negre, has de-
signed a compressed air piston engine from basic (Thipse, 2008). 
The engine has pistons with different diameters in an in-line ar-
rangement (Fig. 3). The number of cylinders in the engine has 
changed over the years as the power unit has developed, but the 
principle of operation has remained the same.  

 
Fig. 3. MDI engine scheme, 1 – piston with smaller diameter,  
           2 – crankshaft, 3 – connecting rod, 4 – larger piston,  
           5 - connector, (http://www.thefuture.net.nz) 

The piston (1), with a smaller diameter, is connected to the 
common crankshaft (2) by a conventional connecting rod (3). 
Second, larger piston (4) uses an additional connector (5), which 
changes the kinematics of the piston motion. The purpose of this 
modification is to lower the piston velocity when approaching the 
Top Dead Centre (TDC), thus increasing the time of filling the 
cylinder. Engine operation starts with the opening of a valve, 
allowing the smaller piston to be supplied with compressed air 
from the tank. Air at a pressure of 20 bar fills it until it reaches the 
Bottom Dead Centre (BDC), then the supply valve is closed. The 
air is pushed into a larger cylinder, however it does not cool ex-
cessively due to the small change in pressure. It fills initially the 
cylinder, then mixes with the supply air from the tank, preheating 
it, thus improves efficiency. Then both pistons move in order to 
empty the expanded air. The exhaust system only releases low-
temperature air. The engine also features an air heating mode, 
resulting in a significant increase in the vehicle range. This occurs 
at the cost of emissions – the system uses a combustion process 
to heat the air. Fuel consumption is not high and to double the 
vehicles range it is around 0.3L km/100 km, however the drive is 
not fully combustion free anymore. The design of the engine, after 
reversing the operating cycle, allows it to be used also as a com-
pressor for filling the compressed air tank. The currently offered 
engine variant has a displacement of 430 cm3, which generates 
7 kW and 45 Nm of torque at 1500 rpm (https://www.mdi.lu). The 
vehicle has a maximum range of 120 km, using only compressed 
air. A major advantage is the recharging time – when using a 
station with compressed air, it takes about 2 min to fill the tank. 
Alternatively, the car can be connected to an electric car charging 
network, or to an electrical socket in the garage. In this case, the 
pneumatic engine is used as a compressor to fill the tanks, with a 
full charge time of 3.5 h. 
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3.2. EngineAir Company Engine (Di Pietro Engine) 

An example of an unconventional engine powered by com-
pressed air is the engine developed by the inventor Angelo Di 
Pietro. The solutions used in this engine resemble the design of a 
Wankel engine. The engine (Fig. 4) features a single piston (1), 
fixed to the shaft by special bearings (2), enabling an eccentric 
movement during operation (Zwierzchowski, 2017). It operates in 
an engine cylinder with moving vanes (3). Through the use of 
springs, the vanes are always pressed against the piston, creating 
six sealed chambers in which the air is expanded.  

 
Fig. 4. Di Pietro engine, 1 – piston, 2 – bearing, 3 – vane  
            (Zwierzchowski, 2017) 

Supply air is distributed to the individual chambers by means 
of a rotating cone-shaped element. The operation is based on the 
expansion of air in successive chambers, thus exerting a force on 
the outer part of the piston. This sets it in eccentric motion caus-
ing, due to its construction, a rotation movement of the output 
shaft. As the air expands in the chamber, the piston movement 
causes the opposite chamber, in which work has been done in an 
earlier cycle, to become empty. Properly selected play between 
the moving vanes and the cylinder, as well as the operation in 
pressurised air, allows to maintain a low friction coefficient. This 
has a very positive effect on engine performance. According to the 
manufacturer’s claims, the engine is able to operate even at a 
very low pressure of 0.07 bar (https://www.engineair.com.au). 
Another advantage is the constant torque, which is easily con-
trolled by changing the supply pressure. The engine is character-
ised by compact dimensions and a low weight of 6 kg. The manu-
facturer specifies a maximum torque of 40 Nm at a supply pres-
sure of 8 bar. It is possible to increase the engine performance by 
expanding the dimensions of the working elements 
(https://www.engineair.com.au). 

3.3. Scroll Engine 

Another example of an unconventional engine is a design 
based on the design of a scroll compressor (Ivlev and Misyurin, 
2017; Liu and Wu, 2015). The concept of the scroll compressor 
was developed at the beginning of the 20th century, however the 
technological possibilities needed for serial production were de-
veloped only in the 1970s. The solution though widely used in the 
refrigeration industry, did not gain popularity as a component for 
supercharging of an internal combustion engine despite its many 
advantages. In the design (Fig. 5), two spirals are used – one is 
fixed (1), and the second performing an eccentric movement (2) 

resulting from the connection to the crankshaft having a minor 
crank. The motion of the scroll leads to drawing air and the sub-
sequent compression due to the tightening of the space between 
the scrolls. The compressed air outlet is located in the centre of 
spiral (3). Spirals do not contact each other during operation, so 
there is no need for lubrication. It also contributes to quiet opera-
tion of the unit.  

 
Fig. 5. Scheme of a scroll compressor, 1 – fixed spiral, 2 – moving spiral, 

3 – compressor outlet (Liu and Wu, 2015) 

The simple design allows the compressor to be easily con-
verted into a pneumatic engine – by supplying compressed air to 
the compressor outlet (3), the working cycle is reversed. The air 
then expands in the chambers created between the spirals, start-
ing from the centre. The pressure of compressed air acts on the 
moving spiral, causing it to move, which creates torque on the 
shaft to which it is attached. The air is expanded from the inside of 
the spiral to the outlet at the outer diameter, in successive cham-
bers, thus reducing losses in comparison with a piston engine. In 
the study (Sergaliyev and Khajiyeva, 2017) the parameters of an 
engine based on a scroll compressor were examined, the results 
showing a high specific air consumption, which indicates the 
expected high performance of the drive. In the literature although 
many studies on scroll compressors are found, very few items 
focus on their application in reverse operation. Despite this, scroll 
engines are one of the more promising solutions. The cost of 
manufacturing components remains a major problem, despite 
technological developments. 

4. HYBRID SYSTEMS USING AIR ENGINES 

In spite of the numerous advantages of the pneumatic engine, 
a significant problem remains in achieving adequate efficiency as 
the sole source of drive. This leads to the development of using 
pneumatic drives as an additional power source in hybrid sys-
tems, or using compressed air as a source to improve the effi-
ciency of the internal combustion engine (Dimitrova and Maréchal, 
2015). Propulsion systems of this type do not require large com-
pressed air tanks, and the range of the vehicle on both types of 
power supply is similar to internal combustion vehicles. An addi-
tional advantage is the possibility to use the vehicles kinetic ener-
gy during engine braking to charge the compressed air tanks, 
similar to hybrid systems combining an internal combustion en-
gine with an electric drive, which also has a positive effect on the 
wear of the brake system components (Borawski, 2018).  

Researchers at ETH Zurich (Guzzella et al., 2010) presented 
a concept for a pneumatic hybrid system using a downsized su-
percharged internal combustion engine as the power source. In 
downsized engines, there is a common problem with the occur-
rence of turbo lag, caused among other things by the inertia of the 
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supercharging system. In order to eliminate it, twin charger using 
mechanical charging and a turbocharger, turbochargers with 
variable geometry vanes, or twin-turbo systems with turbo-
chargers are used. All these solutions significantly increase the 
complexity and cost of engine design. The concept from ETH 
Zurich is an alternative solution that allows the supercharging 
system to be supported by compressed air stored in a tank. The 
object of the research was a twin-cylinder turbocharged engine 
with a displacement of 0.75 dm3 and power of 61 kW. It was sub-
jected to a modification (Fig. 6) consisting in the replacement of 
one of the two exhaust valves by a valve called Charge Valve (1).  

 
Fig. 6. Concept of pneumatic hybrid system, 1 – charge valve  

(Guzzella et al., 2010) 

This valve, as opposed to the others, is electro-hydraulically 
operated. It is connected to a compressed air tank with a capacity 
of 30 litres. The engine can be operated in combustion mode as 
well as in compressed air mode. The highest performance is 
achieved in the combined mode – called supercharged mode. 
This mode involves opening an additional valve during the com-
pression stroke to allow compressed air to be admitted into the 
cylinder in order to inject more fuel. It has a positive effect on the 
torque curve, eliminating the air deficiency at lower rotational 
speeds caused by the turbocharger’s operating characteristics. As 
a result, it is possible to reduce the engine’s displacement, which 
indirectly contributes to reducing combustion. Supercharged mode 
is only used during low rotational speed engine conditions to 
assist the turbocharger. The compressed air supply can also be 
used to start the engine, the response time is then faster than in 
the case of the combustion mode, which is important when using 
a start-stop system. The test results showed a reduction in com-
bustion in the NEDC driving cycle of around 30%. 

Another example of the use of air propulsion in a hybrid sys-
tem is the Hybrid Air drive developed by the PSA Group 
(https://www.groupe-psa.com; Wasbari et al., 2017). It uses a 
combination of three types of power supply (Fig. 7) – combustion, 
hydraulic, and pneumatic (compressed nitrogen is used instead of 
air). The basic drive is a three-cylinder spark-ignition engine (1), 
supported by a hydraulic drive (3). Compressed nitrogen is used 
in this case for energy storage. The drive system consists of a 
hydraulic pump with a hydraulic motor (3) hydraulic fluid tank (5), 
expansion chamber (4), and summation gearbox (2). The system 
has three operating modes: combustion mode, air mode and 
combined mode. In air mode, the vehicle is driven by a hydraulic 
motor, supplied with hydraulic fluid, which is compressed in an 
expansion chamber by expanding nitrogen from a tank. This mode 
is used at velocities <70 km/h. During braking, the wheels drive a 
hydraulic pump which pushes hydraulic fluid into the expansion 
chamber and compresses the nitrogen, which acts as an energy 
accumulator. Combined mode is used when accelerating and 

driving dynamically, and then the hydraulic motor supports the 
combustion engine. Internal combustion engine only mode is used 
when travelling at constant velocities, for example, when driving 
on a highway. 

 
Fig. 7. PSA hybrid system scheme (https://www.groupe-psa.com;  

Wasbari et al., 2017) 

This solution is similar in its properties to electric hybrids. The 
manufacturer declares a reduction of fuel consumption by 45% in 
the urban cycle and by 35% in the mixed cycle 
(https://www.groupe-psa.com). Hydraulic drives have been used 
for many years in heavy-duty machinery, making them a well-
developed type of power supply, which is a big advantage over 
electric drives. The problem with the design is the requirement of 
large amount of space for the compressed nitrogen tank and with 
the current size of the system, makes only sense for small and 
light vehicles.  

Researcher K.D. Huang presented a series of studies on hy-
brid propulsion systems combining an internal combustion engine 
with a pneumatic engine (Huang et al., 2005; Huang and Tzeng, 
2005). The scheme of the system is presented in Fig. 8. The 
solution uses a four-stroke internal combustion engine with a 
displacement of 125 cm3, operating at a constant rotational speed 
for supplying the compressor that compresses the air into the 
tank.  

 
Fig. 8. Block diagram of the hybrid system presented by K. D. Huang 

(Huang and Tzeng, 2005) 
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Its function is to equalise pressure and store air. Then the 
compressed air is dosed by a throttle into the manifold, depending 
on the current power requirement, where it is expanded at first. 
The difference with other solutions is the use of a mixing chamber 
in the manifold of the pneumatic engine. The compressed air is 
mixed inside with the exhaust gases from the internal combustion 
engine before entering into the cylinder of the pneumatic engine. 
This ensures that the heat generated by the internal combustion 
engine is used to heat the air that directly supplies the pneumatic 
engine, improving the efficiency of the entire system. In the inter-
nal combustion engine, the heat balance is improved; the author 
declares using about 60% of the waste heat, which contributes to 
increasing its efficiency. Heating the compressed air before it 
expands in the cylinder increases the efficiency of the pneumatic 
engine. The internal combustion engine operating at a constant 
load can be optimised with regard to fuel consumption and the 
reduction of exhaust gases by running at the optimal rotational 
speed in terms of efficiency. Experimental investigations demon-
strated an improvement of the drive parameters in relation to the 
operation of the system without the use of the mixing chamber by 
about 20%. 

5. CONVERSION OF INTERNAL COMBUSTION ENGINE  
TO COMPRESSED AIR SUPPLY 

Many references in the literature can be found on the conver-
sion of the internal combustion engine to compressed air supply. 
Due to the nature of their work, as well as their simple design, in 
most cases two-stroke engines are modified (Kumar et al., 2014; 
Szpica and Korbut, 2020, 2019). However, studies on the conver-
sion of four-stroke engines can also be found (Huang et al., 2013; 
Nabil, 2019). The idea of the conversion is to generate the force 
acting on the piston by means of compressed air instead of the 
combustion process. For this purpose, the engine supply system 
must be completely changed (Fig. 9). As an element supplying 
compressed air, solenoid valves 4 are most frequently used, while 
more rarely the valves opened mechanically as a result of the 
rotation of the crankshaft. The reason for this is that the solenoid 
valve enables the compressed air supply to be started inde-
pendently of the angle of rotation of the crankshaft, which is im-
portant for optimising the efficiency parameters of the engine. If 
the valve opening and closing times need to be shortened, pie-
zoelectric actuators can be used (Caban et al., 2020; 
Mieczkowski, 2016b). It is usually mounted in place of the spark 
plug (5), which is superfluous in the case of an air engine. Addi-
tional advantage of this solution is the compressed air intake 
located directly above the piston. The supply system also includes 

a pressure regulator (3), which reduces the pressure from the 
compressed air tank (1) to the specified supply pressure. 

 
Fig. 9. Scheme of example for modification of an engine supply system  

to operate with compressed air, 1 – compressed air tank,  
2 – filter, 3 – pressure regulator, 4 – solenoid valve,  
5 – intake of compressed air 

Filter (2) is an important part of the supply system, aimed to 
remove solid particles and condensate from the air. Depending on 
the type of engine design, additional modifications may be neces-
sary. In the case of two- stroke engines, this includes the provi-
sion of lubrication to the engine, as normally the fuel mixture is 
used for this purpose. Conversion of a four-stroke engine involves 
a change in operating mode to a two-stroke as, for instance, there 
is no need to compress the charge. This requires modifications in 
the timing system (Szoka and Szpica, 2012) and, in the case of 
direct supply of compressed air to the cylinder, blanking of the 
intake valves. The timing should ensure the opening of the ex-
haust valves with every revolution of the crankshaft. Studies also 
demonstrate the validity of lowering the compression ratio in 
comparison to an internal combustion engine, using, for example, 
pads between the engine head and engine block (Kamiński et al., 
2020). The conversion of an engine, in particular a two-stroke 
engine, does not require high financial costs (Nabil, 2019). This 
allows for the use of parts from existing engines to build propul-
sion units that do not require combustion. Adequate adjustment of 
the power supply parameters of the pneumatic engine makes it 
possible to approach its external indicators to the base combus-
tion units. The results obtained by the researchers (Kumar et al., 
2014; Radhakrishna and Gopikrishna, 2017; Wang et al., 2014), 
presented in Tab. 1, indicate that at higher rotational speeds the 
efficiency parameters of the pneumatic engine decline. The power 
achieved is low compared to the base engine, while the torque is 
comparable. Pneumatic drives are one of the most underdevel-
oped types of drives and further research may have a positive 
impact on their performance parameters (Warguła and Kukla, 
2020). 

Tab. 1. Comparisons of performance results for engines converted to compressed air supply 

No. Researcher 
Basic engine 

power 
Compressed air 

engine power 
Basic engine 

torque 
Compressed air 
engine torque 

1 V. Kumar, N. Kumar (Kumar et al., 2014) 4.4 kW 1.39 kW 10.1 Nm 30 Nm 

2 
L. Radhakrishna, N. Gopikrishna (Radhakrishna and Go-

pikrishna, 2017) 
2.2 kW 0.17 kW 2.94 Nm 1.87 Nm 

3 T. Nabil (Nabil, 2019) 8.5 kW 0.245 kW 11.5 Nm 7.8 Nm 

4 S. Allam M. Zakaria (Allam and Zakaria, 2018) 3.2 kW 1.74 kW – – 

5 C. Huang, C. Hu, C. Yu, C. Yu, C. Sung (Huang et al., 2013) 5.5 kW 0.96 kW 7.44 Nm 9.9 Nm 

6 M. Kamiński, D. Szpica M. Korbut (Kamiński et al., 2020) 1.84 kW 0.36 kW 3.5 Nm 3.1 Nm 
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6. PERSPECTIVES FOR FURTHER DEVELOPMENT  
OF PNEUMATIC ENGINES 

The current pneumatic drive designs available on the market 
working as a single source of propulsion are only capable to 
power vehicles with limited unladen weight. In addition, their range 
is lower than currently produced electric vehicles. The situation is 
different for hybrid systems. Concept studies for the new solutions 
demonstrate significant improvements in emissions and economy, 
and the example of PSA’s drive train design shows that they have 
real potential for implementation in production. Similar situation 
occurred with electric drives in the first decade of the 21st century. 
The gradual introduction of hybrid drives by manufacturers has 
convinced customers, among other things, by the low fuel con-
sumption. It has also contributed to the intensification of the de-
velopment of electric drive technology, which has improved its 
performance parameters. The direct result of this is the great 
increase in the popularity of electric drives, and also as the only 
source of propulsion. The introduction of new exhaust emission 
limits creates favourable conditions for the development of alter-
native power sources. The decisive factor is whether the automo-
tive corporations will consider research work towards pneumatic 
drives. 

The numerous developing concepts for complying with the 
homologation requirements give hope that one of the companies 
from the automotive industry will undertake the implementation of 
the topic. Many aspects of air engine operation have not been 
explored yet, which provides opportunities for further efficiency 
improvements. The main advantages of pneumatic drives are 
lower complexity in comparison to electric drives, the possibility of 
reducing overall emissions, and cheaper construction costs. A 
positive factor for the chances of pneumatic drives is also the 
conviction of a clean drive because of operating results only in the 
form of cooled air. Currently developed concepts of pneumatic 
drives are shown in Fig. 10. Further development is closely de-
pendent on research work and their results. The road to commer-
cialisation is a long one, making it difficult to expect the rapid 
appearance of cars powered by compressed air. 

 
Fig. 10. Currently developed concepts of pneumatic drives 

7. CONCLUSIONS 

The paper focuses on a multi-faceted analysis of pneumatic 
drives with regard to their application in powering vehicles. Their 

use is known for many years, although it never gained any signifi-
cant popularity. Currently, the development and research of 
pneumatic drives is also negligible compared to electric drives. 
Forcing manufacturers to look for alternative propulsion sources, 
and slowly turning away from conventional internal combustion 
engines, positively impacts on the potential for refocusing on this 
type of propulsion. The greatest opportunities can be observed in 
hybrid systems, as evidenced by the PSA Group solution. The use 
of energy recovery or the improvement of the thermal balance by 
using the exhaust gases from the internal combustion engine 
favourably improves the efficiency of the drives. Current technolo-
gy and solutions do not allow for the introduction into series pro-
duction of a vehicle powered solely by a compressed-air engine 
with a range adequate to other sources of propulsion. The MDI or 
EngineAir company projects indicate that pneumatic drives have 
potential and could be used in the future as a cheaper and more 
environmentally friendly alternative to electric drives. Considering 
the environmental performance of pneumatic drives, it can be 
observed that they have a much lower impact on environmental 
degradation. Nevertheless, further development is mainly deter-
mined by efficiency improvements, on which future research 
should focus.  

 
Nomenclature: ATAC, Active Thermo-Atmosphere Combustion; ACT, 

Active Cylinder Technology; BDC, Bottom Dead Centre; CAES, 
compressed air energy storage; CAI, controlled auto-ignition; CNG, 
compressed natural gas; DPF, diesel particulate filter; GPF, gasoline 
particulate filter; HCCI, homogeneous charge compression ignition; LPG, 
liquefied petroleum gas; NEDC, New European Driving Cycle; RCCI, 
reactivity controlled compression ignition; RDE, real drive test; SCR, 
selective catalytic reduction; SPCCI, spark-controlled compression 
ignition; TMS, thermal management system; TWC, three-way catalytic 
converter; TDC, top dead centre; WLTP, Worldwide Harmonized Light 
Vehicles Test Procedure;. 
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Abstract: Consider the linear discrete-time fractional order systems with uncertainty on the initial state {

Δαxi+1 = Axi + Bui,    i ≥ 0

x0 = τ0 + τ̂0 ∈ ℝ
n,    τ̂0 ∈ Ω

yi = Cxi,    i ≥ 0
, 

where A, B and C are appropriate matrices, x0 is the initial state, yi is the signal output, α the order of the derivative, τ0 and τ̂0 are the 

known and unknown part of x0, respectively, ui = Kxi is feedback control and Ω ⊂ ℝn is a polytope convex of vertices w1, w2, . . . , wp. 

According to the Krein–Milman theorem, we suppose that  τ̂0 = ∑  
p

j=1
αjwj for some unknown coefficients α1 ≥ 0, . . . , αp ≥

0    such that    ∑  
p

j=1
αj = 1. In this paper, the fractional derivative is defined in the Grünwald–Letnikov sense. We investigate the charac-

terisation of the set χ(τ̂0, ϵ) of all possible gain matrix K that makes the system insensitive to the unknown part τ̂0, which means  

χ(τ̂0, ϵ) = {K ∈ ℝ
m×n / ∥

∂yi

∂αj
∥≤ ϵ,   ∀j = 1, . . . , p, ∀i ≥ 0}, where the inequality  ∥

∂yi

∂αj
∥≤ ϵ  showing the sensitivity of  yi relative-

ly to uncertainties  {αj}j=1
p
 will not achieve the specified threshold ϵ > 0. We establish, under certain hypothesis, the finite determination 

of  χ(τ̂0, ϵ) and we propose an algorithmic approach to made explicit characterisation of such set. 

Key words: fractional order systems, output sensitivity, discrete-time systems, maximal output set admissible uncertainty

1. INTRODUCTION 

Fractional calculus is an extended version of the traditional in-
teger order calculus in which the definition of derivatives is given 
to a non-integer order. The non-integer derivative concept is used 
increasingly for modelling of real systems behaviour in different 
disciplines of engineering and science (Debnath, 2003). These 
systems have long-memory transients and hereditary properties 
that can be more accurately described by fractional-order models. 
In the recent past, there has been an increasing focus on discrete-
time fractional systems (Kaczorek, 2007; Kaczorek, 2008; 
Sierociuk and Dzieliński, 2006; Ferreira and Torres, 2011). Some 
important developments of the theory of fractional calculus are 
presented in Kilbas et al., (2006) and Oldham and Spanier (1974). 

On the other hand, undesirable parameters appeared during 
modelling a system; consequently such parameters could have an 
impact on various elements of the system including initial condi-
tions, control, dynamic, and observations. To deal with this prob-
lem, a variety of approaches have been developed by research-
ers, including the theory of sentinel (Lions), the detectability in 
Franklin (2001) and Ogata (1995), identifiability in Thomson 
(2007); Kauffmann and Bretthawer; and Robert and Graham 
(2007), the H∞ control theory in Chi-Tsong) 2008) and the fre-
quency domain and robustness (Rosario, 2005; Gu et al., 2005). 

 

1.1. Related work 

Concerning the sensitivity of the system output to the disturb-
ance, the readers can refer to Larrache et al. (2020); Rachik and 
Lhous (2016); Balatif et al. (2016); and Chraïbi et al. (2006). Lar-
rache et al. (2020) considered an infinite dimensional linear sys-
tem described as  

{

ẋ(t) = Ax(t),        t ≥ 0,

x(0) = x0 = α1ω1 + β1ω2 ,

yi = Cxi + Dvi,    i ≥ 0,

 (1) 

where x(t) ∈ L2(Ω), 1ωi  is the indicator function, and Ω is an 

open bounded of ℝn such that Ω = ω1 ∪ ω2 and ω1 ∩ ω2 =
⌀. The operator A generates a continuous strongly semigroup 
{S(t)}t≥0 on the space L2(Ω), vi = Kxi,    i ≥ 0 feedback 

control, K ∈ ℒ(L2(Ω), ℝp). The initial state x0 is supposed to be 
known on ω1 but not on ω2. The authors suggest a method to 

identify within these controls law vi,    i ≥ 0 making the system 

insensitive to the impact of these unknown parameters β. The 
case of the disturbances infecting a linear system’s initial state 
has been investigated in Kolmanovsky and Gilbert (1998) and 
Namerikawa et al. (2004). 

The sentinel theory was initiated and developed by Lions in 
(Lions, 1992; Lions, 1988). Sawadogo (2020) have used the 
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sentinel method to control the migration by studying the dynamics 
of a single species population and whose initial distribution is 
unknown. 

In the literature, the notion of maximal output set is of great 
significant in the area of control and analysis of linear and nonlin-
ear systems. Numerous studies have been carried out on the 
construction of the maximal output set (El Bhih et al., 2020; 
Yamamoto, 2019; Osorio and Ossareh, 2018; Abdelhak and 
Rachik, 2019; Gilbert and Tan, 1991). Different algorithms have 
been included in the research literature to specify the maximal 
state constraint sets (Gilbert and Tan, 1991; Dórea and Hennet, 
1996).  

1.2. Problem statement 

A fundamental requirement for most dynamical systems is to 
keep a given output function insensitive to the disturbances. In 
this paper, we suppose that the initial state of the system is com-

posed of two parts: the unknown part noted as τ̂0 and the known 
part noted as τ0. We propose a new technique to characterise the 

set χ(τ̂0, ϵ) of all possible gain matrix K, based on the maximal 

output set Υ(K, ϵ), so that the sensitivity of the resulting system 
output would be relatively tolerable, that is, make the system 

insensitive to the unknown part τ̂0 of the initial state x0, of com-
mensurate fractional order discrete-time controlled linear systems 
which are modelled by equations of fractional state space. To the 
best of our knowledge, the output sensitivity of such systems has 
not been treated yet. We propose some new sufficient conditions 
that ensure the finite determination of the set χ(τ̂0, ϵ). Moreover, 
we present an effective algorithm to obtain the maximal output set 

Υ(K, ϵ) and then the set χ(τ̂0, ϵ). The algorithm having theoreti-
cal convergence properties are provided in Gilbert and Tan 
(1991). 

Therefore, we study a discrete-time linear control systems of 
fractional order with uncertainty on the initial state, evolving on 

ℝn. More precisely, we consider the system as  

{
Δαxi+1 = Axi + Bui,    i ≥ 0

x0 = τ0 + τ̂0 ∈ ℝ
n  (2) 

The corresponding output is  

yi = Cxi,    i ≥ 0 (3) 

where A is a matrix of order n × n, the system dynamics, B is the 

input matrix of order n × m and C is the output matrix of order 

p × n; α is the order of the derivative, τ0 is the known part, τ̂0 is 
the unknown part and ui = Kxi is the feedback control. 

The remainder of this paper is organised as follows: In Section 
2, we recall a fundamental definition of fractional derivatives 
(Grünwald-Letnikov), then we consider the discrete-time system 
proposed in Dzieliński and Sierociuk (2005). With uncertainty on 
the initial state, we recall the Krein–Millman theorem and some 
definitions. Section 3 deals with the characterisation of the set of 
all possible gain matrices which make the system insensitive to 
the unknown part, based on the maximal output set. New suffi-
cient conditions are provided to show the finite determination of 
such set. In Section 4, we propose an algorithm approach to 
identify the index of admissibility. We illustrate some examples 
and numerical simulations in Section 5. We conclude the paper by 
in Section 6. 

Notation:  ℝn the set of real vectors with n components, 

ℒ(ℝn, ℝn) the set of real matrices of order n × n, ℕ the set of 

nonnegative integers, σs
k = {s, s + 1, . . . , k} ⊂ ℕ where s ≤ k, 

In denotes the identity matrix in ℒ(ℝn, ℝn). The components of 
a vector b are noted as (b)j and the components of a matrix A 

are noted as (A)ij.  

2. FRACTIONAL CALCULUS AND DYNAMIC MODELS 

To begin our work, we will introduce certain basic notions 
concerning the fractional calculus that are utilised along the paper. 
The definition of the discrete fractional derivative in this paper is 
as follows: Grünwald–Letnikov (Oldham and J. Spanier, 1974; 
Podlubny, 1999).   
Definition 1. The Grünwald–Letnikov (backward) difference of 
fractional order α of the function x(. ) at k ∈ [0, +∞[ is given as 

Δαx(k) =
1

hα
∑  k
j=0 (−1)

j (
α
j ) x(k − j), (4) 

where the order of the derivative α ∈ ]0,1[, h ∈ ℝ∗+ is a sam-
pling period taken equal to unity in all what follows, and k ∈ ℕ  is 
the number of samples for which the approximation of the deriva-
tive is calculated.  

The term (
α
j ) in Definition 2 can be obtained from the follow-

ing relation: 

(
α
j ) = {

1 for j = 0,
α(α−1)…(α−j+1)

j!
for j > 0.

 (5) 

Let us consider now the discrete-time linear fractional order 
system as defined in Dzieliński and Sierociuk (2005), described as  

{

Δαxi+1 = Axi + Bui,

x0 = τ0 + τ̂0 ∈ ℝ
n

 (6) 

where A ∈ ℒ(ℝn, ℝn) is the system dynamics, B ∈ ℒ(ℝm, ℝn) 
is the input matrix and C ∈ ℒ(ℝn, ℝp) is the output matrix; α is 

the order of the derivative, τ0 is the known part, τ̂0 is the un-
known part and  

xi =

(

 

xi
1

xi
2

⋮
xi
n)

 ∈ ℝn 

is the state variable. 
The associated output function is  

yi = Cxi ∈ ℝ
p 

Its initial value is denoted by x0. The control low (feedback 
control) is  

ui = Kxi ∈ ℝ
m.                                                                         (7) 

In this system, the differentiation order α is taken as the same 

for all the state variables xi
j
, j = 1, 2, . . . , n, that is  

Δαxi =

(

 

Δαxi
1

Δαxi
2

⋮
Δαxi

n)
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This is referred to as commensurate order. We will propose a 
technique to determine among these controls as low which makes 
the system insensitive to the effect of the unknown part τ̂0. 

We replace Δαxi+1 by its value; system (6) could be rewritten 
as  

{
 

 xi+1 = ∑  
i

j=0
Ajxi−j,

x0 = τ0 + τ̂0 ∈ ℝ
n

                                                                (8) 

where  

A0 = A + BK + αIn                                                                  (9) 

and  

Aj = −(−1)
j+1 (

α
j + 1) In,    ∀j ≥ 1.                                   (10) 

Remark 1. The model described in (8) can be classified as a 
discrete-time system with a time-delay in the state. For practical 
use, the number of simple taken into consideration needs to be 

reduced to the predefined number L called the memory length 
and xi = 0 for i < 0 (Dzieliński and Sierociuk, 2008). 

Thus, system (8) becomes  

{
 

 xi+1 = ∑  
L

j=0
Ajxi−j,

x0 = τ0 + τ̂0 ∈ ℝ
n

                                                     (11) 

Definition 2. The system given by (6) could be rewritten as an 
infinite dimensional system taking the form 

 (

xi+1
xi
xi−1
⋮

) = Ã(

xi
xi−1
xi−2
⋮

) + B̃ui     ,        yi = C̃(

xi
xi−1
xi−2
⋮

) 

where Ã = ( 

A + αIn A1 A2 ⋯
     In 0 0 ⋯
     0 In 0 ⋯
     ⋮ ⋮ ⋮  ⋮

)    , B̃ = (

B
0
0
⋮

)  and 

C̃ = (C 0 0 ⋯). 
Theorem 1 (Dzieliński-Sierociuk, 2008) The system given by 

definition (2) is asymptotically stable if and only if ∥ �̃� ∥< 1, 
where ∥. ∥ denotes the matrix norm defined as 𝑚𝑎𝑥|𝜆𝑖|, where 

𝜆𝑖 is the 𝑖𝑡ℎ eigenvalue of the matrix �̃�. 
The general solution of (11) (Buslowicz, 1983) is given as  

xi = Gix0                                                                     (12) 

where  

Gi = {

In                                          if    i = 0

∑  
L

j=0
AjGi−1−j    if    i ≥ 1

                      (13) 

with Gi = 0,    ∀i < 0.  

Remark 2 From (12) and (13) for α = 1 we have  

xi = (A + I + BK)
ix0                                                     (14) 

for which the corresponding solution of the linear discrete-time 
systems is 

{
xi+1 = (A + I)xi + Bui,    i ≥ 0
x0 ∈ ℝ

n                                       (15) 

Remark 3 In the case of noncommensurate order we have  

{

xk+1 = ∑  k
j=0 Ajxk−j

x0 = τ0 + τ̂0 ∈ ℝ
n

yk = Cxk,    k ≥ 0

                                      (16) 

where the matrices Aj are given as 

A0 = A + BK + diag ((
α1
1
) , . . . , (

αn
1
))                      (17) 

and for all j ≥ 1  

Aj = −(−1)
j+1diag {(

α1
j + 1) , . . . , (

αn
j + 1)

⏞            
n−times

}.       (18) 

If A ⊂ ℝn, then the convex hull of A is the smallest convex 

set containing A, that is, it consists of all finite convex combina-
tions of elements in A. The closed convex hull of A is the closure 

of the convex hull of A. Now, we present the theorem of Krein–
Milman (see Haim Brezis).  
Theorem 2 (Krein–Milman) Let 𝐾 ⊂ ℝ𝑛 be a compact convex 

set. Then 𝐾 coincides with the closed convex hull of its extreme 
points. In the following, we will assume that the unknown part 
�̂�0 ∈ 𝛺, where the set 𝛺 ⊂ ℝ𝑛 is a polytope convex of vertices 

𝑤1, 𝑤2, . . . , 𝑤𝑝. According to Krein–Milman theorem, the un-

known part �̂�0 could be written as follows:  

τ̂0 = ∑  
p
j=1 αjwj.                                                                     (19) 

for some unknown coefficients α1 ≥ 0, . . . , αp ≥ 0, such that 

∑  
p
j=1 αj = 1. 

Definition 3. (Larrache, 2020) An unknown part τ̂0 is said to be 

ϵ −tolerable if the corresponding output satisfies the following 
condition:  

∥
∂yi

∂αj
∥≤ ϵ,    ∀j ∈ σ1

p
,    ∀i ≥ 0.         (20) 

Otherwise, τ̂0 is said to be ϵ −intolerable.  

Definition 4. For a given ϵ > 0, and a gain matrix K ∈ ℝm×n, 
the set  

Υ(K, ϵ) = {x ∈ ℝn/    ∥ yi ∥=∥ CGix ∥≤ ϵ,    ∀i ≥ 0}       (21) 

is called the maximal output set.   

Our goal is to characterise the set χ(τ̂0, ϵ) of all gain matrices 
K, which makes the systems insensitive to the unknown part τ̂0, 
to be explicit as  

χ(τ̂0, ϵ) = {K ∈ ℝ
m×n / ∥

∂yi

∂αj
∥≤ ϵ,    ∀j ∈ σ1

p
,    ∀i ≥

0}.(22) 

On the other hand, we have  

∂ yi

∂ αj
=

∂ CGi(τ0+τ̂0)

∂ αj
= CGiwj,    ∀j ∈ σ1

p
,    ∀i ≥ 0.       (23) 

This leads to  

χ(τ̂0, ϵ) = {K ∈ ℝ
m×n / ∥ CGiwj ∥≤ ϵ, ∀j ∈ σ1

p
, ∀i ≥ 0}. 

(24) 

In Remark 4, we will show the interest of introducing the set 

Υ(K, ϵ) in the characterisation of χ(τ̂0, ϵ).   
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Remark 4 The set χ(τ̂0, ϵ) can be rewritten as  

χ(τ̂0, ϵ) = {K ∈ ℝ
m×n / wj ∈ Υ(K, ϵ),    ∀j ∈ σ1

p
}.       (25) 

Therefore, system (6) is insensitive to the unknown part τ̂0 if 

and only if wj ∈ Υ(K, ϵ),    ∀j ∈ σ1
p

. In order to characterise the 

set Υ(K, ϵ) and then our set χ(τ̂0, ϵ), we introduce the sets 

Υk(K, ϵ),    k ≥ 0 defined as  

Υk(K, ϵ) = {x ∈ ℝn/    ∥ yi ∥=∥ CGix ∥≤ ϵ,    ∀i ∈ σ0
k}.  (26) 

3. CHARACTERISATION OF THE MAXIMAL OUTPUT SET 

𝚼 (𝐊, 𝛜) 

The main purpose of this section is to characterise, under cer-

tain hypothesis, the maximal output set Υ(K, ϵ) and then the set 

χ(τ̂0, ϵ). We prove the finite determination of the set Υ(K, ϵ) and 
then the set χ(τ̂0, ϵ), and this leads to the algorithmic procedure 
for the computation of such set. 

Definition 5. (Gilbert, 1991; Rachik, 2002) The set Υ(K, ϵ) is said 
to be finitely determined, if there exists an integer k such that 

Υ(K, ϵ) = Υk(K, ϵ). Let k∗ be the smallest integer such that 

Υ(K, ϵ) = Υk
∗
(K, ϵ); we call k∗ the admissibility index.  

Remark 5  {Υk(K, ϵ)}k≥0 is a decreasing sequence, that is, 

∀k ≤ s we have  

Υ(K, ϵ) ⊂ Υs(K, ϵ) ⊂ Υk(K, ϵ). (27) 

Proposition 1. The set 𝛶(𝐾, 𝜖) of some gain matrix 𝐾 is  
    (i)   Convex,  
    (ii)   Symmetric,  
    (iii)  Contain the origin in its interior,  
    (iv)  Closed.  

Proof. (i), (ii) and (iii) from the definition of Υ(K, ϵ). 
(iv) We define for each k ∈ ℕ the function Tk as 

Tk: ℝn ⟶ ℝp

x ⟼ CGkx.
 (28) 

Then 

Υ(K, ϵ) = ⋂  k≥0 Tk
−1(B(0, ϵ)) (29) 

where B(0, ϵ) = {x ∈ ℝp/  ‖x‖ ≤ ϵ}. 
Since B(0, ϵ) is closed and (Tk)k≥0, k ∈ ℕ are continuous 

functions, then Tk
−1(B(0, ϵ)), k ∈ ℕ are closed. Therefore 

Υ(K, ϵ) is closed.     
We give a necessary condition ensuring the finite determina-

tion of the set Υ(K, ϵ) and then the set χ(τ̂0, ϵ).   
Proposition 2. If 𝛶(𝐾, 𝜖) is finitely determined, then there exists 

an integer 𝑘∗ such that 𝛶𝑘
∗
(𝐾, 𝜖) = 𝛶𝑘

∗+1(𝐾, 𝜖). 
Proof. Suppose Υ(K, ϵ) is finitely determined. Then  

∃k ∈ ℕ,                  Υ(K, ϵ) = Υk(K, ϵ). (30) 

On the other hand 

Υk(K, ϵ) = Υ(K, ϵ) ⊂ Υk+1(K, ϵ) ⊂ Υk(K, ϵ) (31) 

since {Υk(K, ϵ)}
k≥0

  is a decreasing sequence. 

This leads to 

Υk(K, ϵ) = Υk+1(K, ϵ),            for some  k ≥ 0 (32) 

which completes the proof. 

An efficient result is then introduced that permits us to deter-

mine the set Υ(K, ϵ) through a finite number of inequations and 

then the set χ(τ̂0, ϵ) leads also to the generation of an algorith-
mic approach to obtain admissibility index k∗. In our study, we 
consider two cases: 

First case: p = n (i.e. the observation space and the state space 
have the same dimension). 

Second case: p < n. 

First case, p = n. In this case C is an n × n matrix.   
Proposition 3. Suppose the following assumptions hold:  

(i)  ∑  
𝐿

𝑗=0
∥ 𝐴𝑗 ∥ ≤  1 and 𝛶𝑘(𝐾, 𝜖) = 𝛶𝑘+1(𝐾, 𝜖) for some 𝑘,  

(ii)  𝐶 commutes with 𝐴𝑗 for all 0 ≤ 𝑗 ≤ 𝐿.  

Then 𝛶(𝐾, 𝜖) is finitely determined. 

Proof. Clearly Υ(K, ϵ) ⊂ Υk(K, ϵ). Let x0 ∈ Υ
k(K, ϵ), then  

∥ CGix0 ∥≤ ϵ,    ∀i ≤ k + 1. 

But  

∥ CGk+2x0 ∥=∥ C(∑ 

L

j=0

AjGk+1−j)x0 ∥ 

=∥∑ 

L

j=0

(CAjGk+1−jx0) ∥ 

=∥∑ 

L

j=0

(AjCGk+1−jx0) ∥ 

≤∑ 

L

j=0

∥ Aj ∥∥ CGk+1−jx0 ∥ 

≤ ϵ∑ 

L

j=0

∥ Aj ∥ 

since ∥ CGk+1−jx0 ∥≤ ϵ,    ∀j ∈ σ0
L.  

Now, using the assumption ∑  
L

j=0
∥ Aj ∥ ≤ 1; it follows that  

∥ CGk+2x0 ∥≤ ϵ. 

By iteration, we show that  

∥ CGk+jx0 ∥≤ ϵ,        ∀j ≥ 2 

That is, 

∥ CGix0 ∥≤ ϵ,        ∀i ≥ k + 2. 

Consequently,  

∥ CGix0 ∥≤ ϵ,        ∀i ≥ 0 

This leads to  

x0 ∈ Υ(K, ϵ) 

and complete the proof.    

Second case: dim B(0, ϵ) = p < n.  

Since the matrix C ∈ ℒ(ℝn, ℝp), we define Ĉ and B̂(0, ϵ) as  

Ĉ = (
C
0
) ∈ ℒ(ℝn, ℝn) 
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B̂(0, ϵ) = B(0, ϵ) × {0ℝn−p} ⊂ ℝ
n. 

Now considering the new observation ŷi = Ĉxi, we easily 
verify that, for every integer i  

yi ∈ B(0, ϵ) ⟺ ŷi ∈ B̂(0, ϵ). 

Remark 6 The set Υ(K, ϵ) associated to C and B(0, ϵ) is equal 

to the set Υ(K, ϵ) associated to Ĉ and B̂(0, ϵ).   
Since dimB̂(0, ϵ) = n, then the result of the first case can be 
applied to deduce the following proposition.   
Proposition 4. Suppose the following assumptions hold:  

(i)  ∑  
𝐿

𝑗=0
∥ 𝐴𝑗 ∥≤ 1 and 𝛶𝑘(𝐾, 𝜖) = 𝛶𝑘+1(𝐾, 𝜖) for some 𝑘  

(ii)  �̂� commutes with 𝐴𝑗 for all 0 ≤ 𝑗 ≤ 𝐿.  

Then 𝛶(𝐾, 𝜖) is finitely determined.   
Proposition 5. If ∥ 𝐺𝑘 ∥≤ 𝜂𝑘,    ∀𝑘 ≥ 0 with 𝜂𝑘 ⟶ 0 as 

𝑘 ⟶ ∞ then 𝛶(𝐾, 𝜖) is finitely determined. 

Proof. Let k ∈ ℕ and x ∈ ℝn. Then  

∥ CGkx ∥≤∥ C ∥∥ Gk ∥∥ x ∥ 

≤ ηk ∥ C ∥∥ x ∥ 

And since ηk converges to zero when k ⟶ ∞ we deduce that  

∥ CGkx ∥≤ ϵ,    ∀k ≥ k0    for certain    k0 ≥ 0. (33) 

Let x0 ∈ Υ
k0(K, ϵ). Then  

∥ CGix0 ∥≤ ϵ,    ∀i ∈ σ0
k0  

using this time Eq. (33) we obtain  

∥ CGk0+1x0 ∥≤ ϵ    since    k0 + 1 ≥ k0. 

Hence  

x0 ∈ Υ
k0+1(K, ϵ) 

which completes the proof.    

4. ALGORITHMIC DETERMINATION 

As a direct consequence of Propositions 3 and 4, we propose 
in this section a procedure to determine k∗, index of admissibility, 

and consequently the sets Υ(K, ϵ) and χ(τ̂0, ϵ).  
Let ℝp be endowed with the following norm: 

‖x‖∞ = max
1≤i≤p

|(x)i|,            ∀x ∈ ℝ
p. 

We remark that  

Υk(K, ϵ) = Υk+1(K) ⟺ Υk(K, ϵ) ⊂ Υk+1(K, ϵ) 

since Υk+1(K, ϵ) ⊂ Υk(K, ϵ).  
Thus  

Υk(K, ϵ) = Υk+1(K, ϵ)      

⇔ ∀x ∈ Υk(K, ϵ),      ‖CGk+1x‖∞ ≤ ϵ   

⇔ ∀x ∈ Υk(K, ϵ),        |(CGk+1x)j| − ϵ ≤ 0, ∀j ∈ σ1
p

 

⇔ sup
|(CGix)l|−ϵ≤0,∀l∈σ1

p
,∀i∈σ1

k
|(CGk+1x)j| − ϵ ≤ 0,   ∀j ∈ σ1

p
.  

This leads to the following algorithm.   
Algorithm:  Determination of k∗ 
Require n, p, L ∈ ℕ∗, C, Gi, ϵ > 0 

k ← 0  

for j=1, ...,p do 

Maximise   Jj(x) = |(CGk+1x)j| − ϵ  

Subjet to the constraints   {
|(CGix)l| − ϵ ≤ 0

∀l ∈ σ1
p
,    ∀i ∈ σ0

k.
   

end for 

Jj
∗ ← max{Jj(x)}   

if   Jj
∗ ≤ 0, ∀j = 1, 2, … , p then  

    k∗ ← k    
else 

  k ← k + 1 and return to for     
end else 
Remark 7 The  hypothesis of Proposition 5 in section (3) is suffi-
cient but not necessary. If this condition is not provided, the stop-
ping of the algorithm is not certain. The maximal output set 

Υ(K, ϵ) is finitely determined and then the set χ(τ̂0, ϵ) if the 
algorithm converges, otherwise it is not.  

5. NUMERICAL EXAMPLES 

To demonstrate our achieved results, we present in the follow-
ing section some examples in the two-dimensional case. We will 

determine the set Υϵ(K) and then the set χ(τ̂0, ϵ) as a finite 
number of inequations using our algorithm. Assuming  

∑  L
j=0 ∥ Aj ∥< 1                                                                       (34) 

is checked in all the introduced examples, we will select the gain 

matrix K such that this condition (34) is verified. 
Using the property that (Hilfer, 2000)  

∑ 

L

j=0

(−1)j (
α
j ) =

Γ(L + 1 − α)

Γ(1 − α)Γ(L + 1)
 

and the fact that  

∑  L
j=0 ∥ Aj ∥= ∥ A + BK + αIn ∥ −∑  L

j=2 (−1)
j (
α
j ) +

| (
α
L + 1

) | 

we deduce that the condition ∑  L
j=0 ∥ Aj ∥< 1 can be rewritten as 

follows:  

∥ A + BK + αIn ∥ −∑ 

L

j=2

(−1)j (
α
j ) + | (

α
L + 1

) | < 1 

For example, for L = 50 and α = 0.4, we have  

∑  L
j=0 ∥ Aj ∥=∥ A + BK + αIn ∥ +0.4610. 

Then the matrix K must select such that  

∥ A + BK + αIn ∥< 0.5390. 

The dotted region will indicate the set Υϵ(K, ϵ). 
Example 1. Let us consider the following system:  

{
 
 

 
 
xi+1 =∑ 

i

j=0

Ajxi−j

x0 = τ0 + τ̂0 ∈ ℝ
2
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where τ0 and τ̂0 are the known and unknown parts of the initial 
state, respectively.  

Let  A, B, C, α, ϵ and L be defined as  

A = (
−1. 25

11

24
5

12
−
8

7

) , B = (
2 −

1

3

−
1

2
1

) 

C = (1 2), α = 0.7, ϵ = 0.7, L = 20. 

We have  

Aj = −(−1)
j+1 (

0.7
j + 1

) I2,    ∀j ∈ {1, 2, … , L}. 

We select the gain matrix K such that ∥ A0 ∥< 0.7395 

(since∑  
20

j=1
∥ Aj ∥= 0.2605). For K = (

0.5 0
0 1

), we have  

Ã = A + BK = (
−
1

4

1

8
1

6
−
1

7

) 

A0 = Ã + αI2 = (

9

20

1

8
1

6

39

70

) 

and  

∑ 

20

j=0

∥ Aj ∥=∥ A0 ∥ +∑  

20

j=1

∥ Aj ∥= 0.9426 < 1 

where ∥ A0 ∥= max
1≤j≤2

∑  
2

i=1
|(A0)ij|.  

In this example, we take τ0 that belongs to a hexagon (a pol-
ygon with six sides), see Fig. 1. 

 
Fig. 1. The set Ω with vertices w1, w2, . . . , w6. 

CG0 (
x
y) , . . . , CG5 (

x
y) are given by: 

CG0 (
x
y) = x + 2y 

CG1 (
x
y) =

47

60
x +

347

280
y 

CG2 (
x
y) =

2789

4200
x +

117 409

117 600
y 

CG3 (
x
y) =

2091 989

3528 000
x +

7082 557

8232 000
y 

CG4 (
x
y) =

267 585 763

493 920 000
x +

5303 791 039

6914 880 000
y 

CG5 (
x
y) =

260 274 628 301

518 616 000 000
x +

3377 530 607 827

4840 416 000 000
y. 

Using our algorithm we obtain k∗ = 4 and then  

Υ(K, ϵ) =

=

{
 
 
 
 
 
 

 
 
 
 
 
 

(
x
y) ∈ ℝ

2\

|x + 2y| ≤ 2

|
47

60
x +

347

280
y| ≤ 2

|
2789

4200
x +

117 409

117 600
y| ≤ 2,

|
2091 989

3528 000
x +

7082 557

8232 000
y| ≤ 2

|
267 585 763

493 920 000
x +

5303 791 039

6914 880 000
y| ≤ 2}

 
 
 
 
 
 

 
 
 
 
 
 

. 

We can see that w1 = (
0.7
0
) ,w2 = (

0.6
0.7
) , w3 =

(
−0.6
0.7

) , w4 = (
−0.7
0

) ,w5 = (
−0.6
−0.7

) , w6 = (
0.6
−0.7

) ∈

Υ(K, ϵ). Hence, the system is insensitive to the unknown part τ̂0. 

Consequently, the gain matrix K ∈ χ(τ̂0, ϵ).  

 

Fig. 2. The set Υ(K, ϵ) corresponding to K = (
0.5 0
0 1

) and α = 0.7 
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Example 2. Consider the following system:  

{
 
 

 
 
xi+1 =∑ 

i

j=0

Ajxi−j

x0 = τ0 + τ̂0 ∈ ℝ
2

 

where τ0   and τ̂0 are the known and unknown parts of the initial 

state, respectively, and A, B, K, C, α, ϵ are described as follows:  

C = (2 −1),    A = (
    
8

7
   
2

3

−
17

30
−
2

9

) 

B = (
−0.5

    
1

3

) , α = 0.2, ϵ = 0.8. 

 
Fig. 3. The set Ω with vertice w1 = (0; 0), w2 = (0.3; 0),
             w3 = (0; 0.3). 

In this example, the memory length L is equal to 30 and we 

assume τ0 to belong to a triangle (see Fig. 3). The matrices Aj 

are given as  

A0 = Ã + αI2 = A + BK + αI2 

and  

Aj = −(−1)
j+1 (

α
j + 1) I3,          j = 1, . . . , L. 

We select the gain matrix K such that ∥ A0 ∥< 0.6311 

(since∑  
30

j=1
∥ Aj ∥= 0.3689). For K = (2 1) we have  

A0 = (

12

35

1

6
1

10

14

45

) 

and  

∑ 

30

j=0

∥ Aj ∥=∥ A0 ∥ +∑  

30

j=1

∥ Aj ∥= 0.8467 < 1 

where ∥ A0 ∥= max1≤j≤2∑  2
i=1 |(A0)ij|.  

On the other hand, we have  

CG0 (
x
y) = (2 −1) (

x
y) = 2x − y  

CG1 (
x
y) = (2 −1)(

12

35

1

6
1

10

14

45

)(
x
y) =

41

70
x +

1

45
y  

CG2 (
x
y) = (2 −1)(

3149

14 700

103

945
103

1575

1567

8100

)(
x
y) =

1601

4410
x +

1391

56 700
y  

CG3 (
x
y) = (2 −1)(

369 917

2315 250

197 527

2381 400
197 527

3969 000

91 838

637 875

)(
x
y) =

7495 319

27 783 000
x +

391 441

17 860 500
y.  

We have used the relation Gk = ∑  
L

j=0
AjGk−1−j, k ≥ 1 to find the 

matrices Gk. Using our algorithm we obtain k∗ = 1 and then the 
set Υ(K, ϵ)  

Υ(K, ϵ) = {(
x
y) ∈ ℝ

2 \ 

|2x − y| ≤ 0.8

|
41

70
x +

1

45
y| ≤ 0.8

}.  

Since w1 = (
0
0
) ,w2 = (

0.3
0
) , w1 = (

0
0.3
) ∈ Υ(K, ϵ), we 

deduce that the unknown part τ̂0 does not influence the associat-

ed output function. In this case, the chosen matrix K belongs to 

χ(τ̂0, ϵ), so it is useful.  

 
Fig. 4. The set Υ(K, ϵ) is associated to K = (2   1) and α = 0.2. 

Example 3. For  

𝐴 = (

37

12
−
15

8
1

10
−
15

8

) ,    𝐵 = (
3 1
0 1

)  

𝐾 = (
−1 0
0 2

) ,     𝐶 = (1 −1) 

𝜀 = 0.1,    𝛼 = 0.1,    𝐿 = 8 

we obtain  

CG0 (
x
y) = x − y  



Youssef Benfatah, Amine El Bhih, Mostafa Rachik, Marouane Lafif                        DOI  10.2478/ama-2021-0029 
An Output Sensitivity Problem for a Class of Fractional Order Discrete-Time Linear Systems 

234 

CG1 (
x
y) = (1 −1)(

11

60

1

8

1

10

9

40

)(
x
y) =

1

12
x −

1

10
y  

CG2 (
x
y) = (1 −1)(

41

450

49

960

49

1200

173

1600

)(
x
y) =

181

3600
x −

137

2400
y  

CG3 (
x
y) = C(

25 297

432 000

3283

115 200

3283

144 000

13 067

192 000

)(
x
y) =

1931

54 000
x −

11 393

288 000
y  

CG4 (
x
y) = C(

56 471 173

1296 000 000

270 829

13 824 000

270 829

17 280 000

28 859 813

576 000 000

)(
x
y) =

18 079 499

648 000 000
x −

26 362 907

864 000 000
y  

 
Fig. 5. The set Ω with vertices 

            w1 = (0.5; 0.5),w2 = (0; 0.5), w3 = (1; 1). 

In this example, we assume τ0 belongs to a triangle (see Fig. 

4). Using our algorithm, we obtain k∗ = 3, and then the set  

Υ(𝐾, 𝜖) =

{
 
 
 
 

 
 
 
 

(
x
y) ∈ ℝ

2/

|x − y| ≤ 0.1

|
1

12
x −

1

10
y| ≤ 0.1

|
181

3600
x −

137

2400
y  | ≤ 0.1

|
1931

54 000
x −

11 393

288 000
y  | ≤ 0.1}

 
 
 
 

 
 
 
 

  

Since w1 = (
0.5
0.5
) , w2 = (

1
1
) ∈ Υ(K, ϵ) and w3 =

(
0
0.5
) ∉ Υ(K, ϵ), we conclude that the system is influenced by 

the unknown part τ̂0. Thus K = (
−1 0
0 2

) ∉ χ(τ̂0, ϵ).  

 

Fig. 6. The set Υ(K, ϵ) corresponding to K = (
−1 0
0 2

) and α = 0.1. 

In examples 1–3, we have identified the set of all possible 
gain matrices which make the system insensitive to the unknown 
part τ̂0 of the initial state x0 via a finite number of inequations 
using Algorithm 1 based on the simplex method, which allow 
solving problems of maximisation that arise in such algorithm. In 
Figs. 1–3, we have traced the constraints constituting the sets 

Υ(K, ϵ). 

6. CONCLUSION 

In this paper, we have studied the problem of fractional order 
discrete-time controlled linear systems with unknown part of the 
initial state using the Grünwald–Letnikov fractional derivative. We 

have investigated the characterisation of the set χ(τ̂0, ϵ) of all 
possible gain matrices so that the sensitivity of the resulting sys-
tem output would be relatively tolerable based on the study of 
maximal output set. Some new sufficient conditions to ensure the 

finite determination of χ(τ̂0, ϵ) are given. Furthermore, a useful 
algorithm is produced to identify the index of admissibility k∗ and 

then the set χ(τ̂0, ϵ). The theoretical results are shown by various 
examples and numerical simulation. As a natural continuation of 
this work, we are studying the following problem.  
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Abstract: The seabed in the ports needs to be regularly cleaned from the marine sediments for safe navigation. Sediments contaminated 
by tributyltin (TBT) are environmentally harmful and require treatment before recycling. Treatment methods include leaching, stabilisation 
and solidification to remove toxic chemicals from the sediments and improve their strength for reuse in the construction works. This study 
evaluated the effects of adding three different binder components (cement, cement kiln dust (CKD) and slag) to treat sediment samples 
collected in the port of Gothenburg. The goal of this study is to assess the leaching of TBT from the dredged marine sediments  
contaminated by TBT. The various methods employed for the treatment of sediments include the application of varied ratios of binders. 
The project has been performed by the Swedish Geotechnical Institute (SGI) on behalf of the Cementa (HeidelbergCement Group)  
and Cowi Consulting Group, within the framework of the Arendal project. An experiment has been designed to evaluate the effects  
of adding CKD while reducing cement and slag for sediment treatment. Methods that have been adopted include laboratory processing  
of samples for leaching using different binder combinations, followed by statistical data processing and graphical plotting. The results 
of the experiment on leaching of TBT for all samples are tested with a varied ratio of cement, slag, CKD and water. Specimens with added 
binders 'cement/CKD' have demonstrated higher leaching compared to the ratio 'cement/slag/CKD' and 'cement/slag'. The 'CKD/slag' ratio 
has presented the best results followed by the ‘cement/slag/CKD’, and can be used as an effective method of s/s treatment  
of the sediments. The results have shown that the replacement of cement and slag by CKD is effective at TBT leaching for the treatment  
of toxic marine sediments contaminated by TBT. 

Keywords: cement kiln dust, CKD, marine sediments, tributyltin, TBT, leaching, s/s soils 

1. INTRODUCTION 

The Cement Kiln Dust (CKD) is a fine-grained, solid, highly al-
kaline material and a by-product of cement (Barnat-Hunek et al., 
2018). As an industrial solid waste material, it can be used for 
replacing cement as a stabiliser and a binary binder (Mansour, 
2021). Adding CKD is an effective solution to stabilise the ground 
for the construction of infrastructure, buildings and roads (Rimal et 
al., 2019). Besides, adding CKD increases compressive strength 
(Ribeiro and Morelli, 2009; Shoaei et al., 2017; Shen et al., 2021), 
resistivity and durability of soils (Abdel-Gawwad et al., 2019; 
Yaseri et al., 2019). The benefits of CKD as an additive binder in 
cement consist in increased tensile strength and improved charac-
teristics of cement (Baghriche et al., 2020; Silva et al., 2015). The 
CKD can be added in various ratios, to improve the properties of 
soils. Such experiments show a significant increase in compres-
sive strength, for instance, obtained for a CKD–slag mixture with 
70% of CKD and 30% of slag at a water/binder ratio of 0.40 
(Chaunsali and Peethamparan, 2011). Further examples of the 
experimental CKD applications are presented in the existing pa-
pers (Sariosseiri & Muhunthan, 2008; Yoon et al., 2010; Ahmad et 
al., 2014; Adeyanju et al., 2020). 

Massive amounts of cement produced annually lead to the in-
crease of CKD as a by-product (Najim et al., 2014). Therefore, 
utilising CKD is quite economical and environmentally friendly 
contributing to sustainable development. For instance, rational 
economic reasons for the application of CKD include the reduced 
costs of the construction works (Al-Homidy et al., 2017), and op-
timised economic solutions regarding the workflow (Faisal et al., 
2021). The environmental benefits of replacing cement by the 

CKD consist in reduced air pollution due to the decreased 𝐶𝑂2 
emissions (Bagheri et al., 2020). Besides, CKD is efficient in 
wastewater treatment, acting as a coagulant in removing heavy 
metals (Hasaballah et al., 2021). 

Marine sediments need to be regularly removed for safe navi-
gation (Baltic Marine Environment Protection Commission, 2015; 
Akcil et al., 2015). However, dredged masses of the marine sedi-
ments should be treated before the reuse. The treatment includes 
stabilisation and removal of contaminants. Marine sediments are 
often contaminated by heavy metals, toxic chemicals and tribu-
tyltin (TBT), which presents an environmental problem in coastal 
regions (Sundqvist et al., 2009; Kim et al., 2011). 

Large amounts of dredged sediments polluted by chemicals 
are harmful to marine ecosystems and human health (Evans, 
1999; Antizar-Ladislao, 2008). The TBT belongs to the persistent 
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pollutants especially harming the marine environment. Originated 
as paints on ships protecting hulls against fouling during construc-
tions (Wojtkiewicz et al., 2015; Alzieu, 2000), the TBT has been 
prohibited since 1989 (Blanck & Dahl, 1998). However, certain 
amounts of TBT remain in the waters of the Baltic Sea with nega-
tive consequences on the environment (Abraham et al., 2017; 
Eklund & Watermann, 2018). Treatment of the marine sediments 
contaminated by TBT required the development of special meth-
ods (Berto et al., 2007; Furdek Turk et al., 2020; Sheikh et al., 
2020; Bandara et al., 2021).  

 
Fig. 1. Location of the study area. Data source: General Bathymetric  
            Chart of the Oceans (GEBCO). RGB colour model. RGB, red,  
            green blue. Mapping: Generic Mapping Tools (GMT).  
            Map source: authors 

Leaching as one of such methods has been used and pre-
sented in previous works (e.g. Norén et al., 2021; Alshemmari et 
al., 2020). Leaching is a process of extraction of solute from the 
carrier substance by a solvent (Richardson et al., 2002). Natural 
leaching often occurs in cement materials due to natural weather-
ing. In experimental works, leaching can be applied to remove 
contaminants from sediments. Thus, chemical leaching is a com-
mon method for extracting solvents from soils (Shen et al., 2020). 

The techniques of leaching were applied in this work for the 
treatment of marine sediments using guidance standards provided 
by the Swedish Institute for Standards (SIS), 
https://www.sis.se/en/ Leaching of metals and chemical pollutants 
from soils and sediments is widely used as an effective method of 
environmental treatment of soils under EN 12457-4 and NEN 
7275 standards (Lu et al., 2016; Kuterasińska-Warwas & Król, A. 
2017) or EN 12457-2 for leaching (Pazikowska-Sapota et al., 
2016; Mizerna & Król, 2018). 

Besides geochemical treatment, marine sediments should be 
cleaned and stabilised before their reuse in the construction 
works, to improve their geotechnical and environmental properties 
(Herbich, 1990; Li et al., 2019; Houlihan et al., 2021). Stabilisation 
and binding of the marine sediments, as well as other weak soils, 
such as clay, loam or silt, can be done by adding CKD using me-
chanical methods of mixing and geochemical treatment (Wareham 
and Mackechnie, 2006; Ghavami & Rajabi, 2021). 

Various approaches of soil treatment are being continuously 
reported in the previous works, which reflects the need for im-
proved methods (Moh, 1962; Bandyopadhyay, 1981; Turner 1994; 
Shoaib et al., 2000; Fabian et al., 2010; Schifano and Fabian, 
2010; Fiertak and Stryszewska, 2013; Lindh et al., 2018; Li et al., 
2019; Wang et al., 2020). The impact of external effects on soils 
can be assessed using techniques of data analysis (Dahlin et al., 
1999; Nosjean et al., 2020; Lemenkov and Lemenkova, 2021b; 
Zahran, 2020). Geochemical methods include hydrogeological 
appraisals, drilling (Shah et al., 2021), image analysis (Källén et 
al., 2014, 2016). Methods of soil treatment and evaluation of its 
performance under varying external effects include stabilisation 
and solidification (s/s) aimed to improve the mechanical perfor-
mance of soil and increase its strength before recycling (Wang et 
al., 2011; Tang et al., 2020; Zhang et al., 2018; 2020, 2021; Fan 
et al., 2021). 

Treatment of the marine sediments contaminated by TBT us-
ing s/s method presents an environmentally effective method for 
recycling of soils. The s/s treatment can use various agents, e.g. 
kaolinite, quicklime, cement (Rađenović et al., 2019). In this way, 
the s/s technique enables to get environmentally compatible soils 
with removed heavy metals or organic matter and improved prop-
erties (De Gisi et al., 2020). Various methods and techniques of 
soil treatment are reported in previous studies (Lindh, 2004; Li et 
al., 2017; Lemenkov and Lemenkova, 2021a). 

The purpose of this research is to explore different combina-
tions of binders – CKD, cement and slag – for s/s treatment of the 
marine sediments contaminated by TBT. The s/s treatment aims 
to remove the TBT contaminants. The objective of this study is to 
assess the properties of sediments after treatment by various 
ratios of binders and to evaluate the applicability of CKD. The 
specific research question is to assess if the replacement of ce-
ment or slag by CKD is optimal for s/s treatment of the marine 
sediments. The study experiment has been performed in south-
western Sweden with sediment samples collected in the Port of 
Gothenburg (Fig. 1). 

2. METHODOLOGY 

The project has been performed in the Swedish Geotechnical 
Institute (SGI) on behalf of the Cementa (HeidelbergCement 
Group) and Cowi Consulting Group in the framework of the Aren-
dal project. The samples have been dredged and collected from 
the seabed of the Port of Gothenborg, Sweden (Fig. 1). The 

https://www.sis.se/en/
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methodology includes the s/s treatment of the sediment samples, 
statistical data processing and graphical plotting. 

The laboratory tests on the stabilisation of the marine sedi-
ments were performed in SGI following the standard procedure. 
Treatment of sediments was based on the guidance of the SIS, 
ISO 18772:2008 (Swedish Institute for Standards, 2021a). During 
the s/s treatment of the marine sediments, the TBT constituents 
were leached from the sediments samples in changed testing 
conditions: varied ratio of binder and water. The methodology 
follows the existing procedure of leaching to examine the quality 
of the marine sediments to stabilise specimens for further recy-
cling. 

Leaching tests in sediment samples were performed accord-
ing to the SIS guidance on leaching for chemical and ecotoxico-
logical tests of soils with high content of contaminants, ISO 
18772:2008. Leaching tests were aimed to clean the sediments 
from the high concentrations of TBT in the collected specimens. 
The test specimens were demolded before the start of the exper-
iment, which took periods of 2.25 days, 9 days and 36 days. 
Leaching aimed to improve the physical and chemical properties 
of soil specimens (low strength, stability and stiffness) and de-
crease high moisture to ensure the recycling of soils in geotech-
nical works. 

The compressive strength has been measured following the 
standards of SIS, Geotechnical investigation and testing – Labora-
tory testing of soil – Part 7: Unconfined compression test, ISO 
17892-7:2017 (Swedish Institute for Standards, 2017a). It has 
been tested as a maximum load that could be applied to evaluate 
the performance of the s/s sediments under varied tested condi-
tions indicating the durability and resistance of sediment samples. 
The tests on the compressive strength were performed to evalu-
ate what binder ratio presents the most effective performance for 
the contaminated marine sediments. The compressive tests 
aimed to measure the capacity of soils and sediments to with-
stand loads. 

2.1. Hypothesis 

The overall hypothesis consists of three assumptions. 
1. First, it is possible to replace cement or slag by CKD with the 

maintained performance of TBT leaching for tested specimens 
of the marine sediments collected from the Port of Gothen-
borg. 

2. Second, the CKD as a replacement of cement for stabilising 
marine sediments is an effective means for improving their 
compressive strength. 

3. Third, the diffusion gradient becomes stronger when the 
amount of water increases concerning surface, which drives 
the leaching of easily soluble substances. 

2.2. Sampling of Dredged Sediments 

The marine sediments have been dredged from the seabed of 
the Port of Gothenborg, Kattegat Strait, southern Sweden. 

Sampling took place within the framework of the pilot project 
Arendal 2 in the SGI. Preparation of specimen sediments has 
been performed following a standardised workflow. The speci-
mens were collected using sampling techniques (Lindh, 2001, 
2003) to obtain representative data which adequately reflects the 

characteristics of sediments. Specimens of dredged sediments 
were collected and stored in plastic barrels (Fig. 2). Afterwards the 
specimens were intensively mixed with binders for 5 min. Blending 
samples with mortar was done using a mixing device (Fig. 3). 

 
Fig. 2. The barrel used in a project. The size of the barrel was determined 

to achieve the optimal stirring. The homogeneous sediment 
masses were obtained for further testing. Photo by Per Lindh 

 
Fig. 3. Mixing tool for the homogenisation of the dredged material.  

Photo by Per Lindh 

2.3. Preparation of Specimens 

After mixing and homogenisation, the specimen samples were 
filled into the cylinder sleeves where they reached a consistency 
that enabled to pour them. The standard piston sampling cylinder 
had an inner diameter of 50 mm and a height of 170 mm. The 
specimens were stored submerged with storage T = 20 °C. After-
wards, the specimens were treated according to the existing 
standards of SIS: 
1. Water ratio has been determined according to the standard of 

the Geotechnical investigation and testing – Laboratory testing 
of soil – Part 1: Determination of water content (ISO 17892-
1:2014) SS-EN ISO 17892-1 2 (Swedish Institute for Stand-
ards, 2014a). 

2. Dry matter and density have been determined following the 
standard of the Geotechnical investigation and testing – La-
boratory testing of soil – Part 2: Determination of bulk density 
(ISO 17892-2:2014) SS-EN ISO 17892-2 3 (Swedish Institute 
for Standards, 2014b). 

3. Grain distribution of sediments was tested using the standard 
test method for Particle-Size Distribution (Gradation) of Fine-
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Grained Soils Using the Sedimentation (Hydrometer) Analysis, 
STD-80029734 (Swedish Institute for Standards, 2021b). 

4. The determination of TBT from the leachate followed the 
standard organotin compounds: ISO 17353:2004 (Swedish In-
stitute for Standards, 2005 (see Subsection 2.7). 
The specimens were mixed with different water content pro-

portions to obtain two variants of mixtures prepared from the ma-
rine sediments (Cell 1 and Cell 2). A certain amount of water has 
been removed and used partially for changing water ratio in sedi-
ments and partially for using in leaching tests. Fig. 4 shows the 
water ratio in the two different mixtures: 168% and 219%, respec-
tively. 

 
Fig. 4. Histogram showing the two variants of water ratio determined 

according to the SS-EN ISO 17892-1 

 
Fig. 5. Histogram showing the proportion of dry matter in the two mixtures 

of sediment samples 

The soil permeability was tested to evaluate the capacity of 
porous sediments to allow water to pass through, as measured 
during experiments. The concept of permeability is crucial in hy-
drogeology as a fracture permeability of soils (Guerriero et al., 
2013). The bulk density and dry density of the two mixtures with 
dredged material are shown as follows. The WL (“water low” mix-
ture) has a density of 1,316 tons/m3, and a dry density of 
0,491 t/m3, while the WH (“water high” mixture) had a density of 
1,254 tons/m3 and a dry density of 0.393 t/m3. The impact of vari-
ous ratios of two binders and two water-to-binder ratios (w/b) are 

investigated. Such proportions were chosen in this study, but the 
results can also be extrapolated to other ratios in different test 
conditions. The standard deviation for a higher water ratio is high-
er  (Fig. 4), as it is more difficult to maintain the same homogenei-
ty for the higher water ratio. The actual dry substances were 
31.3% and 37.3%, respectively (SS-EN 12880), Fig. 5. 

The grain distribution in the dredged marine sediments was 
determined using the SIS standard for Geotechnical investigation 
and testing – Identification, description and classification of the 
rock, ISO 14689:2017 (Swedish Institute for Standards, 2017b). 
The grain distribution analysis has been done during the initial 
laboratory test and during the pilot experiment, Fig. 6. 

 
Fig. 6. Graph showing grain distribution in the soil material,  

classified as silty muddy sand, silty sand and sandy silt 

The grain distribution was based on the classification of sedi-
ments according to the particle sizes. The sediments have been 
identified during the pilot laboratory phase of the experiment as 
the three-grain types: (1) silty muddy sand; (2) silty sand; (3) 
sandy silt. The material comes from the areas N1, N2 and S1. The 
clay content in samples used in the pilot phase was almost ab-
sent. 

2.4. Experimental Setup 

The experimental design was based on statistical experi-
mental planning in order to systematically evaluate the perfor-
mance of specimens under the effects of various binder combina-
tions and water ratios. The mixture optimisation was performed as 
simplex ternary graphs and process optimisation according to the 
2*2-factor experiment. Two independent parameters tested in the 
study included the following ones: (1) binder combination and (2) 
water ratio. The amount of binder in a water/binder ratio plays a 
significant role in final results on the stabilisation of the marine 
sediments. Thus, the results were checked at the two sets of 
binder and water ratios (Fig. 7). 

2.5. Mixture Optimisation 

To determine the optimal mixture between the three different 
binder components, a simplex experimental test was performed 
(Fig. 7). A simplex test is summarised as the three different bind-
ers represented by the parameters X, Y and Z (as X  Y  Z  1). 
The equation spans a triangle where the corners are represented 
by each binder component, here: (1) cement; (2) slag; (3) CKD. 
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Fig. 7. Graph showing all possible combinations of the three components 

as different binders presented by a plane with three straight lines 
bordering the plane. The vertices represent a binder, 1.0 = 100% 

 
Fig. 8. The grey area shows a constrained simplex centroid experiment 

(cement, slag and CKD). CKD, cement kiln dust 

A mixture of the two binder components can be represented in 
the inner intersections of the triangle, while a combination of all 
the three components is shown in the interior of the triangle. The 
total amount of binder is constant regardless of where the mixture 
is set up on the triangle, yet the ratio of all three binders vary. 

Since only slag or CKD does not act as a binder, a limited 
simplex centroid experiment has been designed and shown in Fig. 
8. Here the limitation is set up to 60% of slag and 60% of CKD. 
The seven black dots correspond to the selected test samples. A 
red circle in the middle of the graph (Fig. 8) indicates a double 
test. Since all samples were double-checked as a double experi-
ment, a sum of 32 (16  16) sample experiments has been per-
formed in total. 

To increase the resolution, one of the simplex experiments 
was performed as an augmented simplex experiment (Fig. 9). 
Some types of binder could be used as a single component as no 
curing starts, e.g. slag must be activated with a high pH. This 
problem was solved using a restriction for this binder, e.g., possi-
ble combinations were obtained by maximising the slag content or 
fly ash up to 60%. 

 
Fig. 9. Augmented simplex experiment for estimation of higher-order 

interaction effects (cement, slag and CKD). The test points repre-
sented by x constitute extra experiments. CKD, cement kiln dust 

2.6. Process Control 

The process control included technical parameters controlled 
according to the standards (Swedish Institute for Standards, 
2014a, 2014b, 2021a, 2021b) and changed during the experiment 
aimed to increase the stability. The process parameters included 
the following variables: (1) amount of binder (2) water ratio in the 
sediments (3) time of mixing in a workflow process. The binder 
mixture in this case is not considered as a process parameter, 
since it has already been defined and determined during the sim-
plex test. 

2.6.1. Processes with Two Factors 

The process parameters were used as a 2*2-factor experi-
ment in a simple case where only water ratio and binder content 
were varied. Here, two factors have been tested: (1) the amount 
of binder; (2) water ratio. The test was performed on the two lev-
els: low and high water ratio, and low and high amount of binder, 
respectively see Fig. 10. 

 
Fig. 10. An example of the 2*2-factor experiment with the amount  

of binder (cement, slag and CKD) and water ratio as constituent 
factors. CKD, cement kiln dust 



DOI  10.2478/ama-2021-0030                acta mechanica et automatica, vol.15 no.4 (2021) 

241 

2.6.2. Combination of Approaches 

Combinations of various ratios of water/binder in the tests can 
significantly affect the results of strength, stabilisation and TBT 
leaching. Therefore, to combine mixing experiments with factor 
experiments, these were combined as a multi-stage expanded 
experiment, Fig. 11. This provided an opportunity to study the 
interplay between the water ratio and the binder quantity on the 
performance of tested sediments. 

 
Fig. 11. Simplex experiments arranged following the 2*2-factor experi-

ment. The combined methodology provides both an optimal 
binder mix (cement, slag and CKD) and an optimal amount  
of binder concerning the process parameters. CKD, cement kiln 
dust 

Combining simplex experiments with factor experiment aimed 
to optimise the binder mixture and to determine how the change in 
mixing parameters affect the result. 

2.6.3. Extra Test Setups 

The experimental extra test setups (Fig. 11) are based on the 
methodology of the traditional factor experiment and as a factor 
experiment in a simplex setup (Fig. 12). The two additional rounds 
of testing have been performed to determine the limits that could 
be used to test strength: ED 1 and ED 2 (Fig. 13). These two addi-
tional experimental setups were designed as constrained simplex 
experiments. The experimental setup one (ED1) was designed to 
optimise the use of CKD and the experimental setup two (ED2) 
was designed to optimise the use of slag. 

The test points marked as black dots were additions to test the 
limitation of the slag mixture. These experiments were designed to 
determine the limits of where various binder components can 
contribute to the increase of the total strength of the dredged sed-
iment masses. Fig. 14 shows different experimental setups with 
various binder combinations and relative compressive strength. 
Partial replacement of cement by CKD contributes to the higher 
strength of the stabilised sediments and increases the environ-

mental quality of mixtures by reducing the amount of cement and 
replacing it with CKD. 

2.7. Determination of the TBT Concentrations from the 
Leachate 

The analysis of the TBT concentrations has been performed 
by ALS Global. ALS refers to the SIS standard in the accreditation 
certificate for organotin compounds: ISO 17353:2004 (Swedish 
Institute for Standards, 2005). 

 
Fig. 12. Ternary diagram showing 2*2-factor experiments reported  

in a simplex setup of binders (cement, slag and CKD).  
CKD, cement kiln dust 

In this specific test package, the TBT substances have been 
extracted in a liquid-liquid extraction from water to hexane. The 
instrument that is then used in the analysis is one Gas Chroma-
tography – Inductively Coupled Plasma – Sector Field Mass Spec-
trometry (GC-ICP-SFMS), https://www.alsglobal.se/en/isotope-
analysis/laboratory. In this approach different TBT's were separat-
ed from each other in the GC system. 

Separation in GC takes place due to the different sizes of the 
TBT substances, fat solubility, charge, etcetera. The substances 
were then passed on to the plasma which excites and ionises the 
tin atoms which were then passed through the mass spectrometer 
which can further separate the tin atoms depending on their m/z 
value (mass-to-charge ratio, in this way one can also distinguish 
isotopes of the same substance). 

Finally, the atoms/molecular fragments reached a detector 
that generated a signal. This means that the tin atoms reach the 
detector at different times because the different TBT substances 
are separated over time in the GC system. In this way, it is possi-
ble to correlate a specific TBT to a specific time when the signal 
(peak) is registered. The area on the peak is in proportion to the 
amount of substance at that time. 

3. RESULTS AND DISCUSSION 

The study has evaluated the effect of adding three different 
binders (cement, CKD and slag) in various proportions and chang-
ing water ratio to assess the TBT leaching and strength of the 

https://www.alsglobal.se/en/isotope-analysis/laboratory
https://www.alsglobal.se/en/isotope-analysis/laboratory
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contaminated marine sediments after stabilisation. The results 
included tests of the following parameters in sediments: 
1. compressive strength; 
2. permeability; 
3. TBT leaching. 

The results of the test experiments performed with a factor 
combination of low water ratio (LW) and low amount of binder 
(LB), cement, slag and CKD in various proportions showed that 
the largest increase in the compressive strength occurred with a 
mixture of 60% slag and 40% cement. Thus, water holding capaci-
ty increases with the increased binder content, slag proportion in a 
binder and curing time suggesting that high-slag binders are the 
most suitable for removing contaminants. 

 
Fig. 13. Ternary diagram of different experiments performed with the 

factor combination LW and LB, cement, slag and CKD. CKD, 
cement kiln dust; LB, low amount of binder; LW, low water ratio 

3.1. Leaching of TBT with Addition of CKD 

The samples of specimens with sediments were evaluated on 
TBT leaching after 2.25 days, 9 days and 36 days of stabilisation. 
The results of the leaching test were compared for different con-
tent of binder and water ratios. The bracketed pairs of values su-
perimposed on Figs. 14 and 15 indicate the compressive 
strengths measured for the double experiments for higher and 
lower water ratio and binder content, which explains the large 
disparity in some cases, e.g. (5,25), (1,9). Here the combinations 
that did not show an increase in the compressive strength is 
caused by a too low pH to activate slag (Fig. 14). 

The results on leaching for day 2.25 are shown in Fig. 15. 
Here the variations in the TBT leaching are shown after 2.25 days 
of stabilisation for the binder ratio (maximal values): 0.6 slag, 0.4 
CKD and high water – low binder ratio at 19, 23, 34 and 37. 

The colour values in Fig. 15 show values of the TBT leaching 
(ng/L) as follows:  <480, 580, 680, 780, 880, and >900 for each 
colour gradation on the ternary diagram from dark green to dark 
red, accordingly. The highest values (red colours) are notable for 
higher concentrations of cement and CKD while the lowest (green 

colours), corresponding to the <480 ng/L correlate with higher 
proportions of slag. 

 
Fig. 14. Ternary diagram showing test and experimental points (ap-

proaches) where no growth strength was detected.  
CKD, cement kiln dust 

 
Fig. 15. Ternary diagram showing response area for leaching of TBT 

after 2.25 days. TBT, tributyltin; CKD, cement kiln dust 

Fig. 16 shows a correlation between the increasing pH values 
of the tested specimens with added CKD and the leaching of TBT. 
For comparison, mixtures with pure cement and “cement/slag” 
ratio were used in the pilot project. For statistically independent 
comparison, the standardised samples were used in this project 
with pure cement and cement/slag combinations. In general, there 
is a linear correlation between the increasing pH values and high-
er leaching despite the different samples. 
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The R2 value of 0.62 shows that the pH explains a fairly large 
part of the variation in leaching of the sediment samples. Howev-
er, parts of the variation are due to the differences in leaching of 
TBT over time.  Since the points for the recipe cement/slag/CKD 
are slightly below the trend line, it indicates that samples give a 
slightly lower leaching effect than expected based on the pH of 
the leachate. The cement/slag/CKD generated a higher pH value 
than cement/slag, which should have given higher leaching be-
cause the natural pH of soil affects the stability or functionality of 
agents and different mineralogy. Leaching obtained is judged to 
be close to equivalent to cement/slag, Fig. 16. 

 
Fig. 16. Correlation between the pH and leached amount of TBT  

by various binders in defined ratios. TBT, tributyltin;  
CKD, cement kiln dust 

The cement/slag/CKD mixture thus can contribute to the re-
duced leaching through a mechanism that is not dependent on the 
pH. Chemical composition and the pH of soils are reflected in their 
industrial impact (Hiller et al., 2021) with the leaching of heavy 
metals demonstrating the pH-dependent behavior (Szarek-
Gwiazda, 2014; Ai et al., 2019; Suzuki et al., 2020; Sun & Yi, 
2021; Nyembwe et al., 2021). In this study, leaching has shown a 
direct correlation with the higher pH corresponding to the in-
creased leaching (Fig. 16). 

3.2. Leaching of TBT Over Time 

The sample specimens of sediments were received from the 
two different batches (Cell 1 and Cell 2). Washing specimens was 
performed during the first step of the leaching tests. The perfor-
mance of the laboratory-made specimens in Cell 1 and the in-situ 
specimens stored in Cell 2 demonstrated differences in leaching 
experiments. Cell 2 provided a more stable leaching pattern with 
lower mass flows compared to the laboratory-produced speci-
mens that were not subject to leaching. 

It can be explained by the technical design of the test: when 
specimens were removed from Cell 2 at the end of the leaching 
tests, the soil was already washed out. The hypothesis of washing 
also explains why shaking experiments on crushed material from 
Cell 2 showed 10–100 times lower leaching than crushed materi-
als from the laboratory-produced samples during the data evalua-
tion from the pilot test control programme. 

In all experiments, the processed samples in the laboratory 
demonstrated leaching to a greater extent than the field sample 
from Cell 2 during the first time steps of the experiments (Fig. 17). 

However, for the most of samples, the differences between the lab 
and the field sample decreased after 36 days. Such a trend is 
noted both for the TBT and for potassium. Both substances are 
assumed to have leaching controlled in whole or in part by leach-
ing in the initial phase. 

The results of the experimental tests on leaching TBT over 
time for all binders (cement, slag and CKD) and changed amounts 
of water are shown in Fig. 17. The cement/slag/CKD mixture of 
binder is represented by a double experiment when the sediment 
specimens were tested on two different occasions. 

The results of the experiments on leaching of TBT over time 
for all samples with varied ratio of binders (cement, slag and CKD) 
and changed amounts of water demonstrated the following out-
comes (Fig. 17): the ratio of cement/slag/CKD 60/20/20: 
500 ng/m2 at day 2.25, 600 ng/m2 at day 9, 280 ng/m2 at day 36; 
cement/CKD 40/60: 780 ng/m2 at day 2.25, 1220 ng/m2 at day 9, 
1100 ng/m2 at day 36; cement/slag 40/60 (no CKD): cement/slag 
40/60 (no CKD): 580 ng/m2 at day 2.25, 310 ng/m2 at day 9, 
180 ng/m2 at day 36. The increase of leaching was observed for 
the following analysed parameters: a higher amount of water in 
the experiments, the addition of CKD to cement (ratio of ce-
ment/CKD 40/60) contributes to higher leaching compared to ratio 
cement/slag. 

The tests demonstrated notable leaching of TBT from the sed-
iment samples on day 9 and significantly decreased amount of 
TBT on day 36 compared to the results on day 2.25 of the exper-
iment (Fig. 17). On day 2.25, a relatively high variability is seen 
between the experiments. On days 9 and 36, the variability is 
notably lower. The experimental results show that the speed of 
leaching of TBT from the sediments changes at different ratios of 
added binders and water for TBT leaching in a seawater environ-
ment. 

 
Fig. 17. Leaching of TBT over time for all binders (cement, slag  

and CKD) and changed amounts of water in leaching experiment. 
CKD, cement kiln dust; TBT, tributyltin. 

The results show that variation of the ratio of the independent 
binders affects TBT leaching in the sediment specimens. These 
include binder ratios (cement/slag/CKD), water ratio in sediment 
samples) and time of the experiment showing time-dependent 
leaching. The binder and water ratio are the primary factors affect-
ing the TBT leaching of the tested sediment samples. 

The pH of mixtures containing cement/slag stabilised around 
10–10.5 in the performed lab experiments. Leaching varies con-
siderably between different samples in simplex experimental tests. 
However, leaching stabilised over time, with a reduced difference 
between the ratio. Sediment samples that contain ce-
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ment/slag/CKD in ratio 60%/20%/20% give similar leaching results 
as those with ratio cement/slag (60%/40%), which is identical to 
the results received in a pilot experiment. 

Leaching of TBT is affected not only by the pH value but also 
by leaching conditions (i.e. ratio between leached surface and 
leachate amount). For example, the leaching of TBT increased at 
a higher amount of water in the surface leaching tests, because of 
the buffering effect of the seawater. The results of performed tests 
on the treatment of the contaminated sediments showed the ap-
plicability of CKD as a cement replacement in soil stabilisation and 
TBT leaching of soil specimens. As the experiment length was 
limited by 36 days, the results are related to the short-term leach-
ing conditions in the field based on the processing sediments 
obtain in situ from the Port of Gothenborg. 

3.3. Unconfined Compressive Strength (UCS) 

The results for the UCS are presented for the two experi-
mental setups (one (ED1), designed to optimise the use of CKD 
and two (ED2), designed to optimise the use of slag), as de-
scribed in subsection 2.6.3. Figs 18 and 19 show variations in the 
unconfined compressive strength (UCS) by various combinations 
of the binder in the specimen. Within tested combinations, the 
analysis of changes in UCS (gradual changes from dark to light 
green in Fig. 18 and from green to red colours in Fig. 19) revealed 
changes in UCS. 

 
Fig. 18. ED1 compressive strength for binders (cement, slag and CKD). 

CKD, cement kiln dust; UCS, unconfined compressive strength 

Thus, Fig. 18 shows the increase of UCS with the increase of 
cement in a binder from 0.2 to 0.5 (changes from dark green to 
light green colours in the horizontal axis) and CKD from 0.2 to 0.8 
(left axis areas in Fig. 18) and inversely proportional for slag (an 
increase of UCS along with the decrease of slag from 0.5 to 0.8, 
the right axis in Fig. 18). Accordingly, Fig. 19 shows the increase 
of UCS with the increase of cement in a binder from 0.2 to 0.8 and 
CKD from 0.6 to 0.8 (bright red areas in Fig. 19). 

The significant increase of UCS is noticeable along with the 
increase of cement proportion from values 0.4 to 0.8 (corresponds 
to the red areas in Fig. 19). These ratios of binders shown in the 
ternary diagrams presented an increase of values of UCS with 

adding of cement (0.30–0.38 increased values from 700 up to 
900, orange colours). 

 
Fig. 19. ED2 compressive strength for binders (cement, slag and CKD). 

CKD, cement kiln dust; UCS, unconfined compressive strength 

Further gradual increase in compressive strength is noticeable 
and reaches its maximum at values of cement from 0.7 to 0.8 and 
CKD from 0.8 to 1.0 (crimson red colours, Fig. 19). Adding of slag 
presents the controversial effects of decreasing the UCS with an 
increase of slag in the ratio (from 0.0 to 0.4, the right axis in Fig. 
19). 

4. CONCLUSION 

This study presented the results of detailed experiments of the 
s/s treatment of TBT contaminated sediments using CKD, cement 
and slag in different proportions. The application of three-
component binders for the treatment of marine sediments results 
in the development of stabilised and solidified compact soils (pro-
duced in various combinations of cement, CKD and slag with a 
varied ratio of water) with removed TBT contaminants. 

Treatment of the marine sediments contaminated by TBT is 
important since cleaned and stabilised sediments can be recycled 
and reused in the construction works. The performed tests 
showed variations in leaching of TBT in the specimens at different 
binder ratios (cement, slag, CKD). The laboratory tests were per-
formed to assess the applicability of CKD as a cement replace-
ment for contaminated sediments and to assess the leaching and 
strength of samples. 

The study demonstrated that CKD has promising applications 
for s/s treatment of the marine sediments contaminated by TBT. 
The addition of CKD contributes to a higher pH compared to the 
binders cement/slag. At the same time, CKD affected leaching, 
despite the alkaline effect of the material on pH. The samples with 
only added cement/CKD demonstrated higher leaching compared 
to the ratio “cement/slag/CKD” and “cement/slag”. The “CKD/slag” 
ratio presented the best results and can be used for s/s treatment 
of the sediments. 

The results also proved that using CKD as a cement replace-
ment in the treatment of TBT contaminated marine sediments is 
beneficial not only and environmentally (effective in TBT leach-
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ing), but also technically (increased UCS and stability of speci-
mens). Thus, the gradual increase in UCS has been noted and 
reached its maximum along with the increased values of cement 
and CKD. 

The actuality of this study consists in theoretical and practical 
aspects. The first includes the increased knowledge on the per-
formance of sediments in tests on leaching and stabilisation. The 
second includes practical tests of the technical methods on s/s 
treatment of the contaminated sediments. 

Environmental monitoring in Sweden includes coastal regions 
of the Baltic Sea (Sveriges geologiska undersökning, 2021). 
Therefore, the development of methods for the s/s treatment of 
the contaminated marine sediments is an essential task (Cato, 
1977; Sánchez-García et al., 2010). Presented laboratory experi-
ments demonstrated changes in leaching in various combinations 
of binder (cement, CKD, slag) which contributes to the marine 
environmental monitoring in Sweden. 
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Abstract: This paper presents a method that binds statistical and data mining techniques, which aims to support the decision-making 
process in selected diseases of the digestive system. Currently, there is no precise diagnosis for ulcerative colitis (UC) and Crohn's 
disease (CD). Specialist physicians must exclude many other diseases occurring in the colon. The first goal of this study is a retrospective 
analysis of medical data of patients hospitalised in the Department of Gastroenterology and Internal Diseases, Bialystok, and finding the 
symptoms differentiating the two analysed diseases. The second goal is to build a system that clearly points to one of the two diseases UC 
or CD, which shortens the time of diagnosis and facilitates the future treatment of patients. The work focuses on building a model that can 
be the basis for the construction of action rules, which are one of the basic elements in the medical recommendation system. Generated 
action rules indicated differentiating factors, such as mean corpuscular volume, platelets (PLTs), neutrophils, monocytes, eosinophils, 
basophils, alanine aminotransferase (ALAT), creatinine, sodium and potassium. Other important parameters were smoking and blood in 
stool. 

Keywords: action rule, data mining, colon disease, morphotic parameters, smoking 

1. INTRODUCTION 

Inflammatory bowel diseases (IBDs) are diseases in the 
course of which, there is chronic inflammation of the 
gastrointestinal tract. Their conditions are not fully understood, but 
it is known that immunological, genetic and environmental factors 
play a role in the pathogenesis of the disease state (Cappello and 
Morreale, 2016; Crohn et al., 1932). It is possible that the onset of 
the disease is induced by reactions between these factors. Some 
sources say that allergic factors, as well as bacterial and viral 
infections, are also responsible (Crohn et al., 1932). The group of 
IBDs includes Crohn's disease (CD) and ulcerative colitis (UC) 
(Cappello and Morreale, 2016). Despite the fact that they are two 
separate diseases, their differentiation is difficult for clinicians and 
requires careful analysis of clinical symptoms, endoscopic and 
radiological examinations and the histopathological picture. 
Sometimes, it is not possible to classify a case under any of these 
diseases. This situation occurs in about 10%–15% of diagnosed 
patients. Then, they are classified into the group indeterminate 
colitis (Daniluk et al., 2017). 

It is extremely important to understand the greater number of 
UC and CD differentiating factors, as well as the relationships 
between the parameters, which will contribute to faster diagnosis 
of new patients and thus improve the quality of diagnosis and 
treatment (Daniluk et al., 2017). 

1.1. Features of CD  

CD is a chronic inflammatory disease that can affect any part 
of the digestive tract. Clinical symptoms most often depend on the 

location of the inflammatory changes. Literature indicates 
abdominal pain (most often in the right hip), gas, weight loss, 
weakness and fever. Other observed symptoms are perianal 
abscesses. Inflammatory changes in the digestive tract are 
discontinuous. Additionally, apart from the mucosa, inflammatory 
changes also affect all other parts of the intestinal wall (Crohn et 
al. 1932; Dolapcioglu et al., 2014; Kirsner, 1988). 

1.2. Features of UC 

UC is a chronic inflammatory disease. Symptoms include 
frequent diarrhoea with blood or mucus. Fistulas and abscesses 
are rare. Permanent inflammatory changes are located along the 
entire length of the large intestine in the form of superficial ulcers. 
The histological picture shows granulocytes and lymphocytic 
infiltrates of the mucosa. In the advanced stage, i.e. after about 10 
years of the disease, changes in epithelial structure in the form of 
dysplasia may appear, leading to the formation of tumours 
(Daniluk et al., 2017; Priyamvada et al., 2015). 

The development of medicine has contributed to the possibility 
of using laboratory tests to assess the burden of IBDs, as 
symptom-based results are too subjective to predict the 
treatmentoptions properly and to calculate the risk of relapse. In 
the present study, we were searchedfor features to distinguish CD 
from UC easily. Laboratory tests are helpful in assessing the 
activity of each disease. Morphological tests of blood and 
determination of various biochemical parameters allow the early 
detection of changes and side effects of therapy. 
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2. MATERIALS AND METHODS 

2.1. Data Collection 

The data used in this study were obtained on patients of the 
Department of Gastroenterology and Internal Diseases of the 
Medical University of Bialystok Clinical Hospital. The data 
acquisition process consisted of interviewing patients with IBD 
and analyzing  their medical records. The patients were 
diagnosed based on clinical symptoms, morphological, and 
radiological, endoscopic and histological findings. 

. Information on the following laboratory results was collected: 

white blood cells (WBCs) [× 103/µL], red blood cells (RBCs) 

[× 106/µL], mean corpuscular volume (MCV) [fL], platelets 

(PLTs) [× 103/µL], neutrophils [× 103/µL], lymphocytes 

[× 103/µL], monocytes [× 103/µL ], eosinophils [× 103/µL], 

basophils [× 103/µL], glucose [mg/dL], bilirubin [mg/dL], 
aspartate aminotransferase (AspAT) [lU/L], alanine 

aminotransferase (ALAT) [lU/L], amylase [lU/L], prothrombin 

time (PT) [sec], international normalised ratio (INR), fibrinogen 
[mg/dL], urea [mg/dL], creatinine [mg/dL], sodium [mmol/
L], potassium [mmol/L] and C-reactive protein (CRP) [mg/dL]. 
Sociodemographic data were also taken into account: age, 
gender, smoking (a smoker is a patient who smoked at least a 
year without interruption). In addition, symptoms of medical 
conditions such asblood in the stool and a palpable tumour within 
the abdominal cavity, were taken into account. 

2.2. Feature Selection 

The selection of features was performed using statistical 
methods. The Mann–Whitney test was used for comparison of the 
CD group with the UC group in the case of quantitative data, if the 
parameters were not shown to be in normal distribution; Student's 
t-test was used if there was compatibility with normal distribution 
and homogeneity of variance; and Cochran–Cox test was used if 
compliance with the normal distribution was shown but there was 
no homogeneity of variance. In the case of comparison of data on 
the qualitative scale, a chi-square test was used. The Shapiro–
Wilk test was used to check compliance with the normal 
distribution, and the Leven test was used to test homogeneity of 
variance. The significance level was assumed as α = 0.05. 
Selected features were used because of the construction of 
classifiers using three algorithms of knowledge extraction. For the 
machine learning algorithms, the cross-validation method was 
used. It involves the division of the studied statistical sample into 
subsets: the training and the test sets. The analyses are carried 
out on the training set, while the test set is used to confirm the 
reliability of the obtained results. 

2.3. Action Rules Mining 

Many scientific studies show that the use of post-field 
methods in the analysis of medical data gives opportunities to 
improve the quality of diagnoses, that too at an early stage (Bebas 
et al., 2021). This work focuses on using action rule extraction 
methods. 

 

Let us assume that S = (X, A, V) is an information system, 

where X is a non-empty, finite set of objects, A is a non-empty, 

finite set of attributes, V is a set of all attributes’ values 

(Dardzinska, 2014; Ras and Dardzinska, 2011). Then, a ∶  X →
Va is a function for any a ∈  A, that returns the value of the 
attribute of a given object. The set of attributes can be divided into 

three subsets A = A1 ∪ A2 ∪ D. Here, A1 is a set of stable 
attributes, A2 is a set of flexible attributes and the set of decision 

attributes is described by D (Dardzinska, 2014; Han and Kamber, 
2006; Dardzinska and Kasperczuk; 2018; Dardzinska and 
Rpmaniuk, 2016). By stable attributes, we mean attributes with 
unchangeable values (e.g. age, gender), while for the flexible 
attributes, the values can be changed (e.g. blood pressure, 
weight, haemoglobin level). Information systems can be also seen 
as decision tables with one stable attribute, flexible attributes and 
the decision attribute 𝑑 (Gürdal and Dardzinska, 2017; 
Kasperczuk and Dardzinska, 2019). 

Our goal is to find links between the classification and 
decision attributes. Classification attributes can be represented as 
measurements, parameters from the patient's test results, 
personal data, and so on. The decision is a value related to the 
acquired knowledge, e.g. given directly by an expert or from 
observation, such as the diagnosis or treatment made. The 
decision allocated objects from the decision system, thus creating 
an easy reference model. Then, the acquired knowledge about 
the relationships between the classification and decision-making 
attributes will be used to create action rules that will allow us to 
find the differences between the two decisions. 

The modified action rules algorithm in incomplete system 
(MARAIS) was developed to support the extraction of knowledge 
from medical information systems, taking into account the 
specificity of the data contained in them using the conviction 
measure. MARAIS is an extension of the well-known action rules 
discovery based on agglomerative strategy (ARAS) algorithm. 
Using the created algorithm, classification rules were built and 
action rules were extracted next. From the set of action rules, the 
knowledge base was created, which was subjected to qualitative 
analysis. All the rules were characterised by an extremely high 
level of support and trust and a sufficiently low value of the belief 
measure. Based on the acquired knowledge, the symptoms 
differentiating UC and CD were found. Action rules are logical 
terms defining knowledge for desirable actions related to the 
hidden objects in a database. The intent here is to concentrate on 
objective measures for actionability, which is defined as the extent 
to which a user can gain benefits from the discovered patterns, 
such as in the medical domain [10, 17]. Suppose an actionable 

goal of 𝑟 = [ω ∗ (α →β) → (θ →  ψ)], where 

ω,α,β,θ and ψ are descriptions of objects, e.g. in the case 
of patients, where 𝑝 is described as the satisfaction of a designed 

condition and the changeable measure of (α → β) for patients 
who are registered in a database with the expected result 
(θ → ψ). There are two conceivable perspectives in terms of the 
strategies of actionability. One is the constituent of post-field 
analysis at the back end of the knowledge discovery system 
(Dardzinska, 2013). This approach does not utilise the prior 
knowledge of the expert systems to lead the rule-generation 
process, which is purely subjective. The other approach is solely 
objective. It implements the input knowledge of the domain to 
control the rule generation process, which leads to determination 
of instrumental knowledge and compares it with some standard 
beliefs. In this paper, we concentrate on the object-driven 
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approaches of actionability. Object-driven patterns can be 
generated straightforward from the dataset and then implemented 
for the final outcome (Dardzinska, 2013; Ras and Dardzinska, 
2011). By object-driven action rule r in an information system S, 
the expression can be represented as follows:  

r = [[(a1 =  ω1) ∗ (a2 = ω2) ∗ … ∗ (aq = ωq)] ∗
(b1, α1 → β1) ∗ (b2, α2 → β2) ∗ … ∗ (bp, αp →
βp)] [(d, k1 → k2)],  

where {b1, b2, … , bp } are flexible and {a1, a2, … , aq} are 

stable attributes in S. Further, it is assumed that ωi ∊
 Dom(ai), i = 1,2, … , q and αi, βi ∊ Dom(bi), i = 1,2, … , p. 

When (ai = ωi), the value of the attribute becomes ai and is 
equal to ωi, and (bj, αj → βj); it shows that value of the attribute 

bj has been changed from αj to βj. That is to say, object x∊ S 

supports an action rule r in S, if there is an object y ∊ S such that: 

(∀i ≤ p)[ [bi(x) = αi] ∗ [bi(y) = βi]], (∀i ≤ q) [ai(x) =
ai(y) = ωi], d(x) = k1 and d(y) = k2.  

The aforementioned object-driven perspective induces a set of 
structures that are implemented mathematically to evaluate a 
dataset. By implementing the objective approach with action rules, 
some of the chosen objects may be reclassified from one stage to 
another by modifying some of the relevant flexible attributes. In a 
previous paper (Dardzinska and Kasperczuk, 2019), we 
suggested and formulated a simple rule extraction algorithm to 
build the action rules of a single classification rule, which we 
named ARAS. It is a bottom–up approach in a breath-first manner 

to form all frequent item sets with a qualified part of length 𝑘, 
before forming those qualified parts of length 𝑘 + 1. More 
information on the application domain of an experiment of ARAS 
is available elsewhere (Dardzinska, 2013; Ras and Dardzinska, 
2011). 

3. RESULTS 

In the experiment, we used the data of patients suffering from 
UC (86 cases) and CD (66 cases). The analysis was based on the 
construction of action rules and their application to real medical 
data. We discretised the data of the selected patients and 
extracted the highest related attributes in test values. Then, we 
validated the results along with the patients’ history and physical 
examination results. The results are very promising. More than 
95% of the patients were correctly reclassified.  

The study group consisted of individuals withUC (N N = 86, 
women N = 32, men N = 54), and patients with CD (N = 66, 
women N = 32, men N = 34) were diagnosed. 

The age of the patients in the study group was 
38.05 ± 16.57 years, with the average age of women being 
35.97 ± 15.56 years and that of men being 39.57 ± 17.19 years. 
The mean age in the CD group was 34.42 ± 14.30 years (mean 
age of women: 36.19 ± 16.90 years; men: 32.76 ± 11.34 years). 
The mean age in the group of UC patients was 
40.84 ± 17.70 years (mean age of women: 35.75 ± 14.37 years; 
men: 43.85 ± 18.88 years). 

Modelling pointed to variables that are significantly different in 
the analysed groups. Among the biochemical parameters in the 
blood tests, MCV (p = 0.013), PLTs (p = 0.018), neutrophils 
(p = 0.043), monocytes (p = 0.033), eosinophils (p = 0.003), 
basophils (p = 0.001), ALAT (p = 0.002), creatinine (p = 0.017), 
sodium (p < 0.001) and potassium (p = 0.018) were all-significant. 

Other important parameters were smoking (p < 0.001) and blood 
in stool (p < 0.001). 

A number of rules were generated, but only those whose level 
of support, trust and conviction exceeded those assumed were 
accepted. From the set of rules extracted using the MARAIS 
algorithm, the following selected set of action rules was 
generated: 

1. Creatinine < 0.69 𝐴𝑁𝐷 blood in stool =

0 𝐴𝑁𝐷 smoking = 0 𝐴𝑁𝐷 (𝑃𝐿𝑇 < 524.5 ⟹ 𝑃𝐿𝑇 ≥

524.5)  ⟹ (𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.140, Confidence: 1.0, Conviction: 0.03 

2. Creatinine < 0.69 𝐴𝑁𝐷 blood in stool =
1 𝐴𝑁𝐷 (𝑠𝑚𝑜𝑘𝑖𝑛𝑔 = 0 ⟹  𝑠𝑚𝑜𝑘𝑖𝑛𝑔 =  1)  ⟹
(𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.159, Confidence: 1.0, Conviction: 0.11 

3. Creatinine ≥ 0.69 𝐴𝑁𝐷 𝑠𝑚𝑜𝑘𝑖𝑛𝑔 =
0 𝐴𝑁𝐷 𝑝𝑜𝑡𝑎𝑠𝑠𝑖𝑢𝑚 ≥ 4.12 𝐴𝑁𝐷 𝑀𝐶𝑉 <
85.73 𝐴𝑁𝐷 𝑃𝐿𝑇 ≥ 273 𝐴𝑁𝐷 (Neutrophils <
16.22 ⟹  Neutrophils ≥ 16.22)  ⟹ (𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.156, Confidence: 1.0, Conviction: 0.19 

4. Creatinine ≥ 0.69 𝐴𝑁𝐷 𝑠𝑚𝑜𝑘𝑖𝑛𝑔 =
0 𝐴𝑁𝐷 𝑝𝑜𝑡𝑎𝑠𝑠𝑖𝑢𝑚 ≥ 4.12 𝐴𝑁𝐷 𝑀𝐶𝑉 ≥
89.85 𝐴𝑁𝐷 Creatinine <  0.81 𝐴𝑁𝐷 (𝑀𝐶𝑉 ≥ 95.5 ⟹
𝑀𝐶𝑉 < 95.5)  ⟹ (𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.143, Confidence: 1.0, Conviction: 0.02 

5. Creatinine ≥ 0.76 𝐴𝑁𝐷 𝑠𝑚𝑜𝑘𝑖𝑛𝑔 =
1 𝐴𝑁𝐷 𝑠𝑜𝑑𝑖𝑢𝑚 ≥ 137 𝐴𝑁𝐷 Eosinophils ≥
0.33 𝐴𝑁𝐷 𝑠𝑜𝑑𝑖𝑢𝑚 <  138.52 𝐴𝑁𝐷 (𝑀𝐶𝑉 ≥
83.68  ⟹  𝑀𝐶𝑉 < 83.68)    ⟹  (𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.154, Confidence: 1.0, Conviction: 0.17 

6. Creatinine < 0.69 𝐴𝑁𝐷 blood in stool =
0 𝐴𝑁𝐷  𝑠𝑚𝑜𝑘𝑖𝑛𝑔 = 0 𝐴𝑁𝐷 (𝑃𝐿𝑇 ≥ 524.5   ⟹
 𝑃𝐿𝑇 < 524.5)    ⟹ (𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.103, Confidence: 1.0, Conviction: 0.12 

7. Creatinine < 0.69 𝐴𝑁𝐷 blood in stool =
1 𝐴𝑁𝐷 (𝑠𝑚𝑜𝑘𝑖𝑛𝑔 = 0   ⟹   𝑠𝑚𝑜𝑘𝑖𝑛𝑔 = 1)   ⟹
(𝑈𝐶 ⟹ 𝐶𝐷) 

Support: 0.112, Confidence: 1.0, Conviction: 0.19 

4. DISCUSSUION 

The characteristics of UC and CD are often ambiguous. and 
their diagnosis creates many problems that are difficult to 
overcome (Daniluk et al. 2017). In diagnosis, it is important to 
make a quick yet accurate diagnosis. Therefore, it is necessary to 
look for symptoms that directly differentiate the disorders. This will 
make it possible to build recommendation systems for specialists, 
accelerate diagnosis and improve the level of medical services.  

The constructed action rules indicate the features that, upon 
change, cause a transition to another group, thus emphasising the 
differences between the values of the variables in the analysed 
groups. Action rules extraction was performed using the MARAIS 
algorithm. All the rules were characterised by an extremely high 
level of support and trust, as well as a sufficiently low value of the 
measure of belief, which – at that time – indicated that the values 
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of the attributes making up the rule were related. The constructed 
rules indicate parameters that differ significantly in the indicated 
groups. These include smoking, PLT levels, neutrophil levels and 
MCV levels. Additionally, they show quantitative differences 
concerning the levels of the mentioned parameters in the two 
analysed groups. 

Analysis indicated that people who were diagnosed with UC 
did not smoke in most cases (N = 76). The number of smokers (N 
= 48) in relation to non-smokers (N = 18) was significantly higher 
among patients with CD. This indicates a lower risk of UC in the 
smoking group. The results obtained are confirmed by the 
literature (Daniluk et al. 2017). 

The exact values of the blood parameters that differentiate UC 
and CD are not known in the literature. Scientists only mention 
likely differences, but quantitative data is not known (Dolapcioglu 
et al., 2014). This article shows what levels of significantly 
different factors determine the occurrence of UC or CD. 

CD and UC are characterised by the dispersed accumulation 
of lymphocytes in the intestinal mucosa. Lymphocytes are cells of 
the immune system that belong to the granulocytes that are 
involved in and underlie the immune response. The literature 
confirms changes in their number in UC and CD patients, but 
specific levels are not known. It is important to know whether 
there are any differences in the level of this parameter between 
UC and CD (Giuffrida et al., 2018; Sarfati et al., 2015; Priyamvada 
et al., 2015). 

Research indicates that eosinophils play a role in the 
pathogenesis of IBDs. Laboratory examinations revealed the 
accumulation and activation of eosinophils in the active 
inflammatory intestinal mucosa in patients with UC and CD. 
However, there is a lack of accurate quantitative data and their 
possible distinction in the two diseases analysed in this paper 
(Kasperczuk et al., 2019; Merigo et al., 2018). Studies indicate 
that platelet count (PLT) often increases in association with active 
inflammation, and therefore may be a differentiating factor 
between UC and CD. 

Another blood morphotic parameters reported in the literature 
are creatinine and urea. Their levels can change in IBDs. 
Unfortunately, differences in levels of this important parameter 
between UC and CD are not exactly known (Daniluk et al., 2017). 

Additionally, changes in electrolyte absorption in diarrhea are 
common in IBD. Therefore, this study investigated the differences 
in sodium and potassium levels in UC and CD, In IBD, changes in 
the absorption of electrolytes in diarrhoea are frequent. Therefore, 
the study examined differences in sodium and potassium levels in 
UC and CD to see whether they are significantly different (Shiffer 
et al., 2017; Yazici et al., 2010; Zho and Liu, 2017). 

Patients in the two analysed groups show significantly 
different PLT levels. If creatinine is maintained at the level 
mentioned in the rule, there is no blood in the faeces and the 
patient is not a smoker, then a PLT level ≥524.5 x10^3/µL will be 
characteristic of CD and levels lower than that level will indicate 
UC. 

If the patient's creatinine level is <0.69 mg/dL, there is no 
blood in the faeces and the person is a smoker, the patient will be 
diagnosed with CD. This indicates that while maintaining this level 
of creatinine and with the occurrence of blood in the faeces, 
smoking will indicate CD; otherwise, the patient will belong to the 
UC group. 

The parameter differentiating these diseases is the level of 
neutrophils in the blood. If the patient has the creatinine, 
potassium, MCV and PLT levels specified in the rule but is not a 

smoker, a neutrophil value <16.22 × 10^3/µL will be characteristic 
of CD and a value ≥16.22 × 10^3/µL is indicative of UC. 

For both diseases, while maintaining levels of other 
parameters, such as creatinine, potassium and smoking, the MCV 
level may exceed 89.95 fL; values >95.5 fL indicate UC, while 
levels between 89.85 fL and 95.5 fL are characteristic of CD,. 

If the patient's creatinine level is maintained at a level ≥0.76 
mg/dL, the patient is a smoker, the sodium is maintained at 137–
138.52 mmol/L, the eosinophil count is ≥0.33 × 10 ^ 3/µL and the 
MCV is ≥83.68 fL, the patient will be assigned to the CD group. 

While maintaining appropriate values of parameters and 
characteristics (the patient's creatinine level is kept <0.69 × 10 ^ 3 
/µL, no blood is found in the faeces, the person is a non-smoker), 
when the PLT value exceeds 524.5 × 10 ^3/µL, patients have UC; 
otherwise, they are classified as having CD. 

While maintaining an adequate level of creatinine (<0.69 × 10 
^ 3 / µL) and in the presence of blood in the faeces, smoking will 
cause the person to be classified as suffering from CD; otherwise, 
the classification will be UC. 

5. CONCLUSION 

In medical and biological systems, the operating rules show 
very promising results: the physician can investigate the effect of 
the choice of treatment on the patient's condition. In addition, the 
rules of operation indicate those features that cause a transition to 
another group when they are changed, thus emphasising the 
differences between the values of the variables in the analysed 
groups. Research shows new values of important parameters that 
differentiate the IBDs, such as MCV, PLTs, neutrophils, 
monocytes, eosinophils, basophils, ALAT, creatinine, sodium and 
potassium. Other important parameters were smoking and blood 
in stool. This is extremely important because it can accelerate the 
diagnostic process of IBD patients. 
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Abstract: In the present paper, the influence of bubble size on liquid penetration into the capillary was experimentally and numerically 
studied. In the experiment, bubbles were generated from a glass capillary (with an inner diameter equal to 1 mm) in a glass tank containing 
distilled water, tap water or an aqueous solution of calcium carbonate. These liquids differ in the value of their surface tension,  
which influences the bubble size. During experimental investigations, air pressure fluctuations in the gas supply system were measured. 
Simultaneously, the videos showing the liquids’ penetration into the capillary were recorded. Based on the videos, the time series of liquid 
movements inside the capillary were recovered. The numerical models were used to study the influence of bubble size on the velocity  
of liquid flow above the capillary and the depth of liquid penetration into the capillary. It was shown that the air volume flow rate  
and the surface tension have the greatest impact on the changes of pressure during a single cycle of bubble departure (Δp). The changes 
in pressure during a single cycle of bubble departure determine the depth of liquid penetration into the capillary. Moreover, the values of Δp 
and, consequently, the depth of liquid penetration can be modified by perturbations in the liquid velocity above the capillary outlet. 

Keywords: bubbles, bubble departures, liquid movement into the capillary

1. INTRODUCTION 

The process of gas flow in a liquid is a very complex problem. 
This process has been researched in many scientific fields: chem-
ical and process engineering, pharmaceuticals, food production 
and fertiliser production. Understanding the phenomenon of gas 
flow in a liquid allows better control of processes associated with 
aeration or saturation (Cano-Lozano et al., 2017). Moreover, 
knowledge of the flow of gas bubbles in underwater environments 
is used in the estimation of the global balance of greenhouse 
gases (Leifer and Tang, 2007; Vázquez et al., 2015). 

Research of gas bubbles in liquids concerns the following: 
bubble formation (Aoyama et al., 2016, Cano-Lozano et al., 2017), 
bubble coalescence (Farhat et al., 2021), bubble flow and its 
trajectories (Liu et al., 2015; Augustyniak and Perkowski, 2021) or 
chaotic bubble behaviour (Zang and Shoji, 2001; Cieslinski  and 
Mosdorf, 2005; Mosdorf and Shoji, 2003). The time period of 
bubble formation may be divided into two periods: waiting time 
and time of bubble growth. During the waiting time (for the low air 
volume flow rates supplied to the capillary or orifice), the capillary 
is flooded by liquid, caused by a decrease in pressure in the gas 
supply system after the bubble departure stage (Ruzicka et al., 
2009a; Dzienis and Mosdorf, 2014; Cano-Lozano et al., 2017). 
Subsequently, the liquid is removed from the capillary because 
the gas pressure inside the gas supply system increases (Ko-
val’chuk et al., 1999).  

In previous papers (Ruzicka et al., 2009a, 2009b; Stanovsky  
et al., 2011; Dzienis and Mosdorf, 2014; Cano-Lozano et al., 
2017), the liquid movement inside the orifice or capillary, after 

bubble departure, was experimentally and numerically investigat-
ed. In other papers (Dukhin et al., 1998a; Dukhin et al., 1998b; 
Koval’chuk, 1999; Ruzicka et al., 2009a; Stanovsky et al., 2011), 
the influence of plate thickness, orifice diameter, gas chamber 
volume (volume of gas supply system), height of the liquid column 
above the orifice outlet, surface tension and viscosity of the liquid 
on liquid penetration into the orifice or capillary was investigated. 
In the paper by Ruzicka et al., (2009a), it was concluded that an 
increase in the chamber volume causes an increase in the time 
period between two subsequent bubbles. Moreover, an increase 
in height of the liquid column over the orifice outlet leads to an 
increase in time period between subsequent bubbles. Ruzicka et 
al., (2009a, 2009b) experimentally and numerically studied the 
oscillations of the gas–liquid interface inside the orifice and 
showed that the gas–liquid interface inside the orifice modifies the 
duration of bubble formation. This period decreases when the 
number of oscillations of the gas–liquid interface decreases. 
Dzienis and Mosdorf (2014) showed that an increase in the vol-
ume of the gas supply system causes an increase in the maxi-
mum depth of liquid penetration into the capillary. Moreover, 
chaotic bubble departures are caused by changes in the velocity 
of liquid flow above the capillary. It can be assumed that perturba-
tions of liquid flow can be amplified by changes in the size of 
subsequent departed bubbles and consequently cause chaotic 
variations in the depth of liquid penetration into the capillary.  

In the present paper, the influence of the size of a departed 
bubble on the liquid’s velocity and depth of liquid penetration into 
the capillary was experimentally and numerically studied. In the 
experiment, bubbles were generated from a glass capillary in a 
glass tank containing distilled water, tap water or an aqueous 

https://orcid.org/0000-0001-9200-8760


DOI  10.2478/ama-2021-0032           acta mechanica et automatica, vol.15 no.4 (2021) 

255 

solution of calcium carbonate. These liquids are distinguished by 
their values of surface tension, which influence the size of the 
departed bubbles. In the numerical simulation, the influence of 
bubble size on the liquid’s velocity above the capillary outlet and 
on the depth of penetration of the liquid into the capillary was 
studied. It is shown that the air volume flow rate and the surface 
tension have the greatest impact on the pressure changes (Δp) 
during a single cycle of bubble departure. These changes deter-
mine the depth of liquid penetration into the capillary. The values 
of Δp and, consequently, the depth of liquid penetration can be 
modified by variations in the liquid’s velocity above the capillary 
outlet. 

In Section 2 of this paper, the experimental setup and data 
characteristics are described. Results of the experimental data 
analysis are shown in Section 3. In Section 4, numerical simula-
tion and its results are described. Finally, in Section 5, the conclu-
sion is given.  

2. EXPERIMENTAL SETUP AND DATA CHARACTERISTICS 

In the experimental investigations, bubbles were generated in 
a glass tank (300 × 150 × 700 mm). The schema of the experi-
mental setup is shown in Fig. 1.  

 
Fig. 1. Experimental setup: 1 – glass tank, 2 -  glass capillary,  

3 – pressure sensor, 4 - rotameter, 5 – air valve, 6 - air tank,  
7 - pressure regulator, 8 - air pump, 9 - computer acquisition sys-
tem, 10 - laser - phototransistor system, 11 - high speed camera, 
12 - light source, 13 - screen. 

Bubbles were generated from a glass capillary with inner di-
ameter equal to 1 mm in a glass tank containing distilled water, 
tap water and aqueous calcium carbonate (c-c in aqueous solu-
tion). The surface tension was measured using an STA-1 tensi-
ometer. The accuracy of the tensiometer is equal to 0.1 mN/m. 
Surface tension of distilled water was 65.3 mN/m, tap water was 

72.2 mN/m and calcium carbonate in aqueous solution was 
75.4 mN/m. 

The capillary was placed at the bottom of the tank. In the first 
experiment, the tank was filled with distilled water; in the next 
experiment, the water was removed and the tank was filled with 
tap water. In the last experiment, the tank was filled with c-c 
aqueous solution. In all experiments, the liquid temperature was 
measured with a digital thermometer MAXIM DS18B20 (with an 
accuracy of 0.1 °C) and was equal to 20 °C. During the experi-
mental investigations, the air volume flow rate was changed. The 
air volume flow rate was set in the following ranges: for distilled 
water, 0.005–0.026 l/min; for tap water, 0.005–0.038 l/min; and for 
c-c aqueous solution, 0.005–0.042 l/min. The step change in air 
volume flow rate was 0.003 l/min. The air volume flow rates were 
selected such that liquid penetration into the capillary occurred. In 
the experiments, the air pressure fluctuations in the gas supply 
system and videos of the process of liquid penetration into the 
capillary were recorded. The air pressure fluctuations were meas-
ured using the silicon pressure sensor MPX12DP and recorded 
using the data acquisition system DT9800 series with a sampling 
frequency of 1 kHz. The pressure in the air tank was set by a 
proportional pressure reducing valve Metalwork Regtronic. During 
the experimental investigation, the air pressure was set as 0.3 bar, 
with an accuracy equal to 0.5%.  

The bubble departure process and liquid penetration into the 
capillary were recorded with a Phantom v1610 high-speed cam-
era. The duration of each video was 30 s. The videos were rec-
orded in grey scale, with a speed of 5,000 fps (frames per sec-
ond). Videos were divided into frames. The example and selected 
frames of videos containing one cycle of bubble departure are 
shown in Fig. 2a. The depth of liquid penetration inside the capil-
lary was measured using a computer programme. The programme 
counts, on each frame, the number of pixels with high brightness. 
Bright pixels represent the occurrence of water in the capillary. 
That programme allows one to receive the time series of liquid 
penetration into the capillary. 

Data from both the high-speed camera and the acquisition sta-
tion were synchronised using the laser–phototransistor system. 
The method of synchronisation was described in a previous paper 
(Dzienis and Mosdorf, 2013). In order to standardise the sampling 
frequency of the time series of liquid penetration into the capillary 
and the pressure fluctuations, the time series of pressure fluctua-
tions were re-sampled using a computer programme. Examples of 
synchronised time series of liquid penetration into the capillary 
and the pressure fluctuations, for one cycle of bubble departure, 
are shown in Fig. 2b. The bubble departure occurs at the lowest 
value of pressure (pmin) in the air supply system. During the pro-
cess of liquid penetration into the capillary, the pressure increases 
to the maximum value (pmax). The onset of bubble growth occurs 
at the maximum value of pressure (pmax), and it causes a de-
crease of pressure in the gas supply system. It can be concluded 
that the depth of liquid penetration into the capillary is dependent 
on pressure fluctuations during one cycle of bubble departure (Δp) 
(Fig. 2). 

When bubbles depart in tap water and c-c aqueous solutions, 
then increase of air volume flow rate causes the maximum depth 
of liquid penetration into the capillary to decrease (Fig. 3a). When 
bubbles depart in distilled water, then for changes in the air vol-
ume flow rates within the range of 0.008–0.026 l/min, the maxi-
mum depths of liquid penetration were similar to each other. The 
value of maximum depth of liquid penetration fluctuated in the 
range of 6.2–6.7 mm (Fig. 3a). 
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Fig. 2. Examples of video frames and synchronised time series of liquid 

penetration into the capillary and the pressure fluctuations, for one 
cycle of bubble departure: (a) frames of videos; (b) time series of 
liquid penetration into the capillary (dotted line) and the pressure 
fluctuations (continuous line). 

 
Fig. 3. The changes in maximum depth of liquid penetration into the 

capillary and departed bubble diameter vs. air volume flow rate:  
(a) maximum depth of liquid penetration into the capillary; 
(b) bubble diameter just after its departure. 

Changes in the bubble diameter (just after its departure) vs. 
air volume flow rate are shown in Fig. 3b. Increase of air volume 
flow rate causes an increase in the diameters of departed bub-
bles. The bubble diameter increase vs. increase in air volume flow 
rate is different for the different types of water investigated. The 
largest increase in diameter of departed bubbles was obtained for 
bubbles generated in distilled water. 

The changes of Δp vs. air volume flow rate is presented in Fig. 
4. The values of Δp are greater for bubbles generated in tap water 
and c-c aqueous solution than for bubbles generated in distilled 
water. Moreover, an increase in air volume flow rate causes a 
downward trend in the values of Δp for the bubbles departed in 
tap water and c-c aqueous solution. Another situation is observed 
in the case of bubble departure in distilled water. The increase of 
air volume flow rate causes a slight increase in Δp. It can be 
concluded that the shallower depth of distilled water in the capil-
lary is caused by lower fluctuations of air pressure during a single 
cycle of bubble departures. 

 
Fig. 4. The changes of Δp vs. air volume flow rate for distilled water, tap   

 water and c-c in aqueous solution. 

It can be assumed that the changes of Δp and depth of liquid 
penetration into the capillary, besides the air flow rate, also are 
dependent on the liquid flow above the capillary generated by 
departed and moving bubbles. The liquid velocity above the capil-
lary outlet is dependent on the departed bubble’s diameter.  

3. NUMERICAL SIMULATIONS 

The air volume flow rate is one of the most important parame-
ters that influence the maximum depth of liquid movement inside 
the glass capillary. However, the maximum depth of liquid pene-
tration into the capillary can be indirectly modified by the liquid 
velocity above the capillary outlet and by modifications of the air 
pressure fluctuations in the gas supply system (Dzienis and 
Mosdorf, 2014; Mosdorf et al., 2017). The velocity of liquid flow 
above the capillary is modified by the diameter of the departed 
bubble. The schema of liquid flow around a single bubble above 
the capillary is shown in Fig. 5. 
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Fig. 5. Schema of liquid flow above the capillary after bubble departure. 

The influence of bubble size on liquid velocity above the capil-
lary outlet was numerically studied. The numerical model of bub-
ble departure and bubble flow was prepared in COMSOL Mul-
tiphysics with the use of the CFD Module. In this model, the level 
set method was used (Osher and Sethian, 1988). In this method, 
the Navier–Stokes equation is solved using the following formulas: 

𝛻 ∙ 𝑢 = 0                                                                                   (1) 

𝜌
𝜕𝑢

𝜕𝑡
+ 𝜌(𝑢 ∙ 𝛻)𝑢 =  𝛻 ∙ [−𝑝𝐼 + 𝜇(𝛻𝑢 + 𝛻𝑢𝑇)] + 𝐹 + 𝜌𝑔 +

𝜎𝜅𝛿𝑛                            (2) 

where: g – gravity (m/s2), p – pressure (Pa), t – time (s), u – veloc-
ity (m/s) and I - identity matrix. The term σκδn denotes the surface 
tension at the interface, where σ – surface tension coefficient 
(N/m), κ – curvature, n – is the unit normal to the interface and δ – 
Dirac delta function concentrated to the interface. The values of κ, 
n and δ are determined using the following expressions (Osher 
and Sethian, 1988): 

𝑛 =
𝛻𝜙

|𝛻𝜙|
      (3) 

𝜅 = 𝛻 (
𝛻𝜙

|𝛻𝜙|
)   (4) 

𝛿 = 6|𝛻𝜙||𝜙(1 + 𝜙)| (5) 

The level-set function is a smooth continuous function of ϕ. 
Near the interface, the function ϕ changes smoothly from ‘0’ to ‘1’. 
Regions where ϕ <0.5 show the occurrence of liquid and regions 
where ϕ >0.5 show the occurrence of gas. The interface is repre-
sented by 0.5 contour of the function ϕ (Osher and Sethian, 
1988). 

The convection of the level set function is described by the fol-
lowing equation:  

𝜕𝜙

𝜕t
+ υ ⋅ 𝛻𝜙 = 0          (7) 

The time evolution of the level-set function is described by the 
following equation (Osher and Sethian, 1988):  

𝜕𝜙

𝜕𝑡
+ 𝜐 ⋅ 𝛻𝜙 =  𝛾𝛻 ⋅ (휀𝛻𝜙 − 𝜙(1 − 𝜙)

𝛻𝜙

|𝛻𝜙|
) (8) 

The parameter ε determines the thickness of the region in 
which the function ϕ passes from ‘0’ to ‘1’ and is treated as the 

size of the elements of the mesh. The parameter  establishes 

the re-initialisation or stabilisation numbers of the level-set func-
tion (Kass et al., 1987).  

The density (𝜌) and dynamic viscosity (𝜇) are described by 
the following formulas: 

𝜌 =  𝜌
𝑙

+ (𝜌
𝑎

− 𝜌
𝑙
)𝜙  (9) 

𝜇 =  𝜇
𝑙

+ (𝜇
𝑎

− 𝜇
𝑙
)𝜙  (10) 

In Fig. 6, the liquid velocity above the capillary outlet, generat-
ed by the moving bubbles (with diameter equal to 3.8 mm, 4.0 mm 
and 4.2), is presented.  

Increase of bubble diameter causes an increase of liquid flow 
above the capillary outlet. The velocity of liquid flow above the 
capillary outlet generated by smaller bubbles decreases slower  
in time than the velocity of liquid flow caused by bigger bubbles 
(Fig. 6). 

 
Fig. 6. The liquid velocity above the capillary outlet, generated by moving  

  bubbles with diameter equal to: 3.8 mm, 4.0 mm and 4.2 mm. 

In order to determine the influence of liquid velocity above the 
capillary outlet on liquid penetration into the capillary, the numeri-
cal model in SciLab was prepared: 

𝑑𝑝𝑐

𝑑𝑡
=

𝑝𝑐

𝑉𝑐
(𝑞 + 𝜋𝑟𝑛

2 𝑑𝑥𝑙

𝑑𝑡
)  (11) 

 
𝑑

𝑑𝑡
{[0.5𝜌𝑙𝜋𝑟𝑛

2𝑥𝑙 + 𝜌𝑙
4

3
𝜋(2𝑟𝑛)3]

𝑑𝑥𝑙

𝑑𝑡
} = 𝐹1 − 𝐹2  (12) 

𝐹1 = −𝑠Δ𝑝 = −𝜋𝑟𝑛
2 [𝑝𝑐(𝑡) − (𝑝ℎ + 𝜌𝑙𝑔(2𝑥𝑙) + 2

𝜎

𝑟𝑛
−

𝜌𝑣𝑝𝑝|𝑣𝑝𝑝|

2
)] (13) 

𝐹2 = 2𝑥8𝜋𝜇𝑙𝑥𝑙
𝑑𝑥𝑙

𝑑𝑡
  (14) 

where rn is the capillary radius (m), xl is the depth of the liquid 
penetration into the capillary (m), ρl is the liquid density (kg/m3), μl 
is the liquid viscosity (kg/ms), s is the cross-sectional area of the 
capillary (m2), pc is the gas pressure in the gas supply system 
(Pa), ph is the hydrostatic pressure (Pa), vpp is the velocity of the 
liquid around the growing bubble (m/s), Co = 2 drag coefficient of 
moving water inside the capillary. 

This model include: the equation of motion of the liquid mass 
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centre, i.e. Eq. (12), and the pressure changes in the air supply 
system, i.e. Eq. (11) (Ruzicka M.C. et al., 2009b; Dzienis P. and 
Mosdorf R. 2014). The force F1 in Eq. (13) is related to the pres-
sure difference that occurs in the system. The force F2 in Eq. (14) 
is related to the resistance to the liquid movement in the capillary. 
The mass of the liquid that is involved in flooding the capillary is 
greater than the mass of the liquid inside the capillary. The mass 
of the liquid that is moving in the capillary is described by : 
4

3
ρlπrn

2xl + ρl
4

3
π(2rn)3. The reduced mass of the moving 

liquid is calculated assuming that the kinetic energy of the moving 
liquid is equal to the kinetic energy of the reduced mass. The 
profile of the velocity of liquid moving in the capillary is found to 
have a parabolic velocity profile. Consequently, the mass of the 

moving liquid is equal to  to 
4

3
ρlπrn

2xl, i.e. Eq. (14). The liquid 

movement stops when the centre of the liquid mass is equal to 
zero (Ruzicka M.C. et al., 2009b; Dzienis P. and Mosdorf R. 
2014). 

 
Fig. 7. The pressure changes and the liquid movement into the capillary 

for a single cycle of bubble departure for liquid velocity above the 
capillary outlet equal to 0.2 m/s and 0.23 m/s, q = 0.020 l/min, 
σ = 72 mN/m: (a) the pressure changes; and (b) the liquid move-
ment into the capillary. 

During the numerical simulations, the air volume flow rate was 
equal to 0.020 l/min and the surface tension was equal to 
72.2 mN/m. The results of the numerical analysis are shown in 
Fig. 7. In Fig. 7a, the pressure changes for a single cycle of bub-
ble departure are shown, and in Fig. 7b, the liquid movement into 
capillary for a single cycle of bubble departure is presented. 

The increase in liquid velocity above the capillary causes an 
increase in the bubble waiting time (Fig. 7a and b). Moreover, the 
changes in liquid velocity above the capillary outlet cause changes 
in pressure. When the velocity becomes lower, then the value of 

pmax decreases. Consequently, the value of Δp became lower too 
(Fig. 7a). When the liquid velocity decreases, the depth of the 
liquid’s penetration inside the capillary increases (Fig. 7b). 

The experimental and numerical investigations show that the 
process of liquid penetration into the capillary during bubble de-
partures is very complex and depends on many factors. The air 
volume flow rate and the surface tension have the greatest impact 
on the changes of pressure (Δp) during a single cycle of bubble 
departure, which determine the depth of liquid penetration into the 
capillary. Moreover, the values of Δp and the depth of liquid pene-
tration can be modified by variations in liquid velocity above the 
capillary outlet.  

4. CONCLUSIONS 

In the present paper, the influence of the size of departed 
bubbles on the liquid velocity above the capillary and on the depth 
of liquid penetration into the capillary was experimentally and 
numerically studied.  

The experimental results show that the bubble diameter is de-
pendent on the surface tension and the flow rate of the air volume 
supplied to the capillary. An increase in surface tension causes an 
increase in the departing bubble’s diameter. Moreover, the 
changes of surface tension influence the changes of pressure 
(Δp) during a single cycle of bubble departure. Further, an in-
crease in surface tension causes an increase in Δp. These 
changes are responsible for the depth of liquid penetration into the 
capillary. Consequently, an increase in surface tension causes an 
increase in the depth of liquid penetration. 

Based on the results of the numerical investigations, we can 
see that the liquid velocity above the capillary can modify the 
changes of pressure (Δp) during a single cycle of bubble depar-
ture. When the liquid velocity decreases, Δp decreases. When Δp 
decreases, the depth of liquid penetration into the capillary de-
creases, too.  

This effect is visible for the case in which bubbles were gener-
ated in distilled water. It can be assumed that, on the one hand, 
the increase in air volume flow rate causes the decrease in Δp. On 
the other hand, a very large increase in bubble diameter vs. in-
crease in air volume flow rate causes the increase in Δp. Conse-
quently, Δp increases slightly (with increase in air volume flow 
rate) and the liquid penetration into the capillary is almost constant 
for changes of air volume flow rate. 

In order to confirm the numerical investigation of the influence 
of liquid velocity above the capillary on liquid penetration into the 
capillary, experimental investigations using the particle image 
velocimetry method will be performed. 
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