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ABSTRACTS 

Ramanuj Kumar, Surjeet S. Gour, Anish Pandey, Shrestha Kumar, Abhijeet Mohan, Pratik Shashwat, Ashok K. Sahoo 
Design and Analysis of a Novel Concept-Based Unmanned Aerial Vehicle with Ground Traversing Capability 

Unmanned aerial vehicle (UAV) is a typical aircraft that is operated remotely by a human operator or autonomously by an on-board 
microcontroller. The UAV typically carries offensive ordnance, target designators, sensors or electronic transmitters designed  
for one or more applications. Such application can be in the field of defence surveillance, border patrol, search, bomb disposals, 
logistics and so forth. These UAVs are also being used in some other areas, such as medical purposes including for medicine  
delivery, rescue operations, agricultural applications and so on. However, these UAVs can only fly in the sky, and they cannot 
travel on the ground for other applications. Therefore, in this paper, we design and present the novel concept-based UAV,  
which can also travel on the ground and rough terrain as an unmanned ground vehicle (UGV). This means that according  
to our requirement, we can use this as a quadcopter and caterpillar wheel–based UGV using a single remote control unit. Further, 
the current study also briefly discusses the two-dimensional (2D) and three-dimensional (3D) SolidWorks models of the novel  
concept-based combined vehicle (UAV + UGV), together with a physical model of a combined vehicle (UAV + UGV) and its various 
components. Moreover, the kinematic analysis of a combined vehicle (UAV + UGV) has been studied, and the motion controlling 
kinematic equations have been derived. Then, the real-time aerial and ground motions and orientations and control-based  
experimental results of a combined vehicle (UAV + UGV) are presented to demonstrate the robustness and effectiveness  
of the proposed vehicle. 

Andreea S. Turiac, Małgorzata Zdrodowska 
Data Mining Approach in Diagnosis and Treatment of Chronic Kidney Disease 

Chronic Kidney Disease (CKD) is a general definition of kidney dysfunction that lasts more than 3 months. When CKD  
is advanced, the kidneys are no longer able to cleanse the blood of toxins and harmful waste products and can no longer support 
the proper functioning of other organs. The disease can begin suddenly or develop latently over a long period of time  
without the presence of characteristic symptoms. The most common causes are other chronic diseases – predominantly diabetes 
and hypertension. Therefore, it is very important to diagnose the disease in its early stages and opt for a suitable treatment –  
encompassing medication, diet and exercises – to attenuate its side effects. The purpose of this paper is to analyse and select 
those patient characteristics that may influence the prevalence of chronic kidney disease, as well as to extract classification rules 
and action rules that can be useful for medical professionals in efficiently and accurately diagnosing patients with CKD. The first 
step of the study was feature selection and evaluation of its effect on classification results. The study was repeated for four models 
– containing all available patient data, features identified by doctors as major factors in CKD and models with features selected  
using Correlation-based Feature Selection and Chi-Square Test. Sequential Minimal Optimisation (SMO) and Multilayer  
Perceptron had the best performance for all four cases, with an average accuracy of 98.31% for SMO and 98.06% for Multilayer 
Perceptron, results that were confirmed by taking into consideration the F1-Score, which, for both algorithms, was above 0.98.  
For all these models, the classification rules were extracted. The final step was action rule extraction. The paper shows that  
appropriate data analysis allows for building models that can support doctors in diagnosing a disease and, additionally, support 
their decisions on treatment. Action rules can be important guidelines for doctors. They can reassure the doctor in his diagnosis  
or indicate new, previously unseen ways to cure the patient. 

Zbigniew Kamiński 
Calculation of the Optimal Braking Force Distribution in Three-Axle Trailers with Tandem Suspension 

Heavy agricultural trailers can be equipped with a three-axle chassis with a tandem axle set at the rear and one mounted  
on a turntable at the front. In such trailers, selection of the distribution of braking forces that meet the requirements of the EU  
Directive 2015/68, with regard to braking, largely depends on the type of tandem suspension used. The requirements for brake 
force distribution in agricultural trailers of categories R3 and R4 are described. On this basis, a methodology for calculating  
the optimal linear distribution of braking forces, characteristic of agricultural trailers with air braking systems, was developed.  
An analysis of the forces acting on a 24-tonne three-axle trailer during braking was performed for five different suspensions  
of the rear tandem axle. An optimization algorithm using the quasi Monte Carlo method was described, on the basis  
of which a computer program for selection of the linear distribution of braking forces was developed. The calculations were made 
for an empty and loaded trailer with and without the weight of the tandem suspension. The most uniform distribution of braking 
forces was obtained for two leaf spring with dynamic equalization and air suspension, in which the ratio of the braking force  
of the tandem axle and the total braking force varied between 22.9% and 25.5% for the different calculation variants. A large  
variation in the braking force distribution was achieved for the two leaf spring suspension, in which the ratio of tandem axle braking 
force and the total braking force ranged from 2.7% to 6.4% for the leading axle and from 27.8% to 36.2% for the trailing axle.  
The presented calculation methodology can be used in the initial phase of the design of air braking systems for three-axle  
agricultural trailers. 
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Muhammad B. Hafeez,  Marek Krawczuk, Hasan Shahzad 
An Overview of Heat Transfer Enhancement Based Upon Nanoparticles Influenced by Induced Magnetic Field  
with Slip Condition via Finite Element Strategy 

The mathematical model of heat generation and dissipation during thermal energy transmission employing nanoparticles  
in a Newtonian medium is investigated. Dimensionless boundary layer equations with correlations for titanium dioxide, copper  
oxide, and aluminium oxide are solved by the finite element method. Parameters are varied to analyze their impact on the flow 
fields. Various numerical experiments are performed consecutively to explore the phenomenon of thermal performance  
of the combination fluid. A remarkable enhancement in thermal performance is noticed when solid structures are dispersed  
in the working fluid. The Biot number determines the convective nature of the boundary. When the Biot number is increased,  
the fluid temperature decreases significantly. Among copper oxide, aluminium oxide, and titanium oxide nanoparticles, copper  
oxide nanoparticles are found to be the most effective thermal enhancers. 

Michał Chlost, Michał Gdula 
A New Method of the Positioning and Analysis of the Roughness Deviation in 5-Axis Milling of External Cylindrical Gear 

Five-axis milling is a modern, flexible and constantly developing manufacturing process, which can be used for the machining  
of external cylindrical gears by means of cylindrical end mills and special disc mills on universal multi-axis machining centres.  
The article presents a new method of positioning the tip and the axis of the end mill and the disc cutter in order to ensure  
a constant value of deviation of the theoretical roughness Rth along the entire length of the tooth profile. The first part presents 
a mathematical model of the five-axis milling process of the cylindrical gear and an algorithm for calculating the Rth deviation  
values. The next section describes the positioning of the end mill and the disc cutter. Then, a new method for the empirical  
determination of the distribution of the involute root angle Δui and the data description by means of the interpolation function  
are presented and described. In the conducted numerical tests, the influence of the geometrical parameters of the cylindrical gear 
on the deviation Rth is determined, assuming a constant Rth value in the five-axis milling process. 

Stanisław Noga, Edward Rejman, Paweł Bałon, Bartłomiej Kiełbasa, Robert Smusz, Janusz Szostak 
Analytical and Numerical Analysis of Injection Pump (Stepped) Shaft Vibrations using Timoshenko Theory 

The free transverse vibrations of shafts with complex geometry are studied using analytical methods and numerical simulations.  
A methodology is proposed for evaluating the results of a natural transverse vibration analysis as generated by finite element (FE) 
models of a shaft with compound geometry. The effectiveness of the suggested approach is tested using an arbitrarily chosen 
model of the injection pump shaft. The required analytical models of the transverse vibrations of stepped shafts are derived based 
on the Timoshenko thick beam theory. The separation of variables method is used to find the needed solutions to the free  
vibrations. The eigenvalue problem is formulated and solved by using the FE representation for the shaft and for each  
shaft-simplified model. The results for these models are discussed and compared. Additionally, the usefulness of the Myklestad–
Prohl (MP) method in the field of preliminary analysis of transverse vibration of complex shaft systems is indicated. It is important 
to note that the solutions proposed in this paper could be useful for engineers dealing with the dynamics of various types  
of machine shafts with low values of operating speeds. 

Krzysztof Nowik, Zbigniew Oksiuta 
Experimental and Numerical Small Punch Tests of the 14Cr ODS Ferritic Steel 

Nowadays, various small specimen test techniques have gained wide popularity and appreciation among researchers as they offer 
undoubtful benefits in terms of structural material characterisation. This paper focuses on small punch tests (SPTs) performed  
on small-sized disc specimens to assess the mechanical properties of 14Cr oxide dispersion strengthened (ODS) steel.  
A numerical model was established to support experimental data and gain deeper insight into complex strain states developing  
in a deformed specimen. Modern evaluation procedures were discussed for obtaining mechanical properties from the small punch 
force-deflection response and were compared with the literature. Applicability and universality of those relations at different test 
conditions were also studied. It appeared that different ball diameters used had negligible influence on yield point but strongly  
affected ultimate strength estimation. It was found that friction belongs to decisive factors determining strain distribution  
in samples, as dry conditions increase the peak strain and move its location farther from the punch pole. 
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Dariusz Szpica, Marcin Kisiel, Jarosław Czaban 
Simulation Evaluation of the Influence of Selected Geometric Parameters on the Operation of the Pneumatic Braking System  
of a Trailer with a Differential Valve 

This article presents simulation models of trailer air brake systems in configurations without a valve and with a differential valve, 
thus demonstrating the rationale for using a valve to improve system performance. Simplified mathematical models using  
the lumped method for systems without and with a differential valve are presented. The proposed valve can have two states  
of operation depending on the configuration of relevant parameters. These parameters can include the length of the control pipe, 
the throughput between chambers in the control part of the valve and the forcing rise time. Based on the calculations, it was found 
that the differential valve with large control pipe lengths can reduce the response time of the actuator by 42.77% relative  
to the system without the valve. In the case of transition of the valve to the tracking action, this time increases only by 9.93%.  
A force rise time of 0.5 s causes the transition of the valve from the accelerating action to the tracking action, with 9.23% delay  
relative to the system without a valve. The calculations can be used in the preliminary assessment of the speed of operation  
of pneumatic braking systems and in the formulation of guidelines for the construction of a prototypical differential valve.  
In conclusion, it is suggested to use a mechatronic system enabling smooth adjustment of the flow rate between chambers  
of the control system of the differential valve. 

Heorhiy Sulym, Andrii Vasylyshyn, Iaroslav Pasternak 
Influence of Imperfect Interface of Anisotropic Thermomagnetoelectroelastic Bimaterial Solids on Interaction of Thin Deformable Inclusions 

This work studies the problem of thermomagnetoelectroelastic anisotropic bimaterial with imperfect high-temperature conducting 
coherent interface, whose components contain thin inclusions. Using the extended Stroh formalism and complex variable calculus, 
the Somigliana-type integral formulae and the corresponding boundary integral equations for the anisotropic thermomagnetoele-
ctroelastic bimaterial with high-temperature conducting coherent interface are obtained. These integral equations are introduced  
into the modified boundary element approach. The numerical analysis of new problems is held and results are presented for single 
and multiple inclusions. 

Mehmet Aladag, Monika Bernacka, Magdalena Joka-Yildiz, Wojciech Grodzki, Przemysław Zamojski, Izabela Zgłobicka 
Reverse Engineering of Parts with Asymmetrical Properties using Replacement Materials 

Reverse engineering (RE) aims at the reproduction of products following a detailed examination of their construction  
or composition. Nowadays, industrial applications of RE were boosted by combining it with additive manufacturing. Printing  
of reverse-engineered elements has become an option particularly when spare parts are needed. In this paper, a case study  
was presented that explains how such an approach can be implemented in the case of products with asymmetric mechanical 
properties and using replacement materials. In this case study, a reverse engineering application was conducted on a textile  
machine spare part. To this end, the nearest material was selected to the actual material selection and some mechanical tests 
were made to validate it. Next, a replacement part was designed by following the asymmetric push-in pull-out characteristic.  
Finally, the finite element analysis with Additive Manufacturing was combined and validated experimentally. 

Marcin Zastempowski, Andrzej Bochat, Lubomir Hujo, Juraj Jablonicky, Maciej Janiec 
Impact of Cutting Units’ Design on Biomass Cutting Resistance 

The paper presents mathematical models describing the moments of resistance to cutting on the cutting drum shafts  
in the biomass cutting process. The mathematical procedures described in the paper have been verified on a test stand developed 
and constructed by the authors, which reflects real conditions of the process of cutting plant material into pieces of specified 
lengths. Experimental verification proved that the developed mathematical models are adequate for drums of both cylindrical  
and conical constructions. The value of the average error did not exceed 13%. Following the mathematical elaboration  
and verification studies, the authors carried out calculations for machines currently available on the market that are equipped  
with drum cutting units. The calculations were carried out for the most commonly cut material, i.e. for maize, straw and green plant 
materials. The obtained results confirm the complexity of the problem arising from a wide range of numerical values of cutting  
resistance, which is contained in the range of 400–1,800 nm. The compiled database can be practically applied in the selection  
of machines for specific field works, and the mathematical models developed and verified in the study can be applied at the stage 
of designing new designs of cutting drums used in forage harvesters. 
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Oleh Knysh, Ivan Reheі, Nazar Kandiak, Serhij Ternytskyi, Bohdan Ivaskiv 
Experimental Evaluation of Eccentric Mechanism Power Loading of Movable Pressure Plate in Die-Cutting Press 

The paper reports experimental research on torques during cardboard cutting in the die-cutting press with eccentrics in the drive  
of the movable pressure plate. To conduct the research, an experimental bench with eccentrics in the drive of the die-cutting press 
is designed and manufactured. The manufactured experimental device for the research on cardboard blanks provides the possibil-
ity of getting dependencies of loadings at different parameters of the die-cutting process. The experimental approach envisages 
the use of the strain gauge measurement method and the wireless module for data collecting, as well as the software for its  
processing, for getting trustworthy results with minimum faults. The method gives an opportunity to study the torque values during 
the cardboard-cutting efforts on the drive shaft. The paper shows changes in the torque value on the drive shaft during  
the kinematic cycle with and without the use of cardboard blank. The angle of the drive shaft rotation during the cutting process 
was evaluated at selected values of the cardboard thickness. The relationship between the linear cutting efforts and the cardboard 
thickness, its fibre direction, cutting rule type and rotational speed of the drive shaft is elaborated. This kind of data is approximated 
by a logarithmic function (logarithmic curve), at R2 from 0.90 to 0.98. The thickness of the cardboard significantly influences  
the value of the linear cutting effort at all the studied parameters. 

Samrawit A. Tewelde, Marek Krawczuk 
Nonlinearity Effects Caused by Closed Crack in Beam and Plate: A Review 

The effect of nonlinearity is high sensitivity in damage detection, especially for closed cracks and delamination. This review  
illustrates the results of several researchers dealing with nonlinear effects caused by the closure of cracks in the structure, i.e., 
beam and plate structures. Early detection of damage is an important aspect for the structure and, therefore, continuous progress 
is being made in developing new and effective methods that use nonlinear effects for early detection of damage and barely visible 
cracks, i.e., closed cracks and delamination, as well as for the determination of crack size and location. After analysing various 
methods, the merits, drawbacks and prospects of a number of nonlinear vibration methods for structural damage detection  
are discussed, and recommendations are made for future researchers. 

Mateusz Kukla, Maksymilian Rachel 
Numerical Model and an Analysis of Inertial Accumulator Operation under Selected Working Conditions 

The aim of this paper was to create a computational model that will enable the evaluation of the operation of a conventional inertia 
accumulator. This is an issue that is relevant as storage of energy is becoming increasingly important, in particular when it comes 
to generating electricity from renewable sources. In the course of the conducted works, an analytical model was developed based 
on the available literature, and then, it was introduced into the environment for numerical calculations. Four variants resulting from 
different geometrical parameters of the flywheel were adopted successively. On this basis, a series of simulations were performed, 
which allowed for obtaining the characteristics of the analysed solutions. As a consequence, a number of characteristics related to 
the mechanical power and energy of the simulated kinetic energy accumulators were obtained. The test results therefore provide  
a basis for comparing kinetic energy accumulators with different geometries and drive solutions. 

Radosław Patyk, Łukasz Bohdal, Szymon Gontarz 
Experimental and Numerical Investigations and Optimisation of Grain-Oriented Silicon Steel Mechanical Cutting Process 

The process of mechanical cutting of magnetic materials has many advantages in the form of high efficiency with reduced process 
costs in relation to other cutting technologies; no thermal stresses in the material, which significantly deteriorate the magnetic 
properties; or the possibility of shaping materials taking into account long cutting lines. In industrial practice, it is very difficult  
to ensure appropriate conditions for the cutting process and its proper control. Currently, there are no data on the selection  
of technological parameters of the mechanical shear slitting process of grain-oriented silicon steel in terms of the obtained cutting 
surface quality and the obtained magnetic properties of the workpiece. The article presents the possibilities of forecasting  
the characteristic features of the cut edge and selected magnetic properties of grain-oriented silicon steel. For this purpose,  
proprietary numerical models using FEA (Finite Element Analysis) were used. Then, experimental studies were carried out,  
and the optimisation task was developed. The developed results enable the correct selection of technological parameters  
of the process, ensuring the appropriate quality of the cut edge of steel and minimal interference with the magnetic properties. 
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Abstract: Unmanned aerial vehicle (UAV) is a typical aircraft that is operated remotely by a human operator or autonomously  
by an on-board microcontroller. The UAV typically carries offensive ordnance, target designators, sensors or electronic transmitters  
designed for one or more applications. Such application can be in the field of defence surveillance, border patrol, search, bomb disposals, 
logistics and so forth. These UAVs are also being used in some other areas, such as medical purposes including for medicine delivery, 
rescue operations, agricultural applications and so on. However, these UAVs can only fly in the sky, and they cannot travel on the ground 
for other applications. Therefore, in this paper, we design and present the novel concept-based UAV, which can also travel on the ground 
and rough terrain as an unmanned ground vehicle (UGV). This means that according to our requirement, we can use this as a quadcopter 
and caterpillar wheel–based UGV using a single remote control unit. Further, the current study also briefly discusses the two-dimensional 
(2D) and three-dimensional (3D) SolidWorks models of the novel concept-based combined vehicle (UAV + UGV), together with a physical 
model of a combined vehicle (UAV + UGV) and its various components. Moreover, the kinematic analysis of a combined vehicle 
(UAV + UGV) has been studied, and the motion controlling kinematic equations have been derived. Then, the real-time aerial and ground 
motions and orientations and control-based experimental results of a combined vehicle (UAV + UGV) are presented to demonstrate  
the robustness and effectiveness of the proposed vehicle. 

Key words: unmanned aerial vehicle, unmanned ground vehicle, rough terrain, quadcopter, caterpillar wheel, kinematic analysis

1. INTRODUCTION 

1.1.  Background and literature review 

Unmanned aerial vehicles (UAVs) come under low-cost, light-
weight and low airspeed aircraft, which are generally used to 
obtain aerial photographs [1] and in other remote sensing data 
collections. However, it is not easy to take aerial images in dense 
forest conditions with existing UAVs [2] . Therefore, in this condi-
tion, we can go for an unmanned ground vehicle (UGV) to capture 
the photographs. Further, we need a common vehicle, which can 
work as a UAV and UGV simultaneously according to our re-
quirements and environmental conditions. UAV problems [3] can 
be divided into various categories such as navigation, motion 
planning, trajectory tracking, surveillance and so on. Moreover, 
these problems can be mathematically represented through the 
Newton–Euler method or Lagrangian formula, and both methods 
are applied for an underactuated complex UAV system. The 
purpose of trajectory tracking is to control the motion of a quad-
copter in a predefined path by calculating the rotor velocities of a 
quadcopter. UAVs are also known as drones, and they have a 
simple mechanical chassis and are mainly lifted and propelled by 
four independent blades or rotors. In addition, these UAVs come 
in different sizes, shapes and number of rotors. Glida et al. [4] 
presented the dynamic analysis of a quadcopter. They optimised 

the various controlling parameters such as roll, pitch and yaw 
angles by implementing a cuckoo search optimisation algorithm. 
Labbadi and Cherkaoui [5] used the Euler–Newton formula to 
design the dynamic model for a quadcopter. They tried to solve 
the external disturbance problem using the proportional integral 
derivative (PID) sliding mode control. However, in that investiga-
tion, only computer simulation results were displayed, and real-
time experimental results were not obtained. Hassani et al. [6]  
used Newtonian formalism and designed a robust adaptive non-
linear controller to solve the path-tracking problem of a quadcop-
ter under disturbed environment conditions. 

Most researchers [4, 5, 6, 7] have tried to solve the trajectory 
tracking problems under disturbed conditions. However, they have 
only shown the computer simulation results in their work, and 
have not reported the real-time experiment results of a quadcop-
ter. A particle swarm optimisation (PSO)-tuned adaptive neuro-
fuzzy inference system (ANFIS) controller is implemented  
by Selma et al. [7] to achieve a robust trajectory tracking scheme 
for a three-degree freedom quadcopter in a disturbed environment 
condition. An extensive review article on motion planning  
of quadcopters or drones and their various control techniques was 
reported by Elijah et al. [8] , and although these authors discussed 
the physical results associated with the experimental deployment 
of a quadcopter, they were not elaborately reported in that work. 
Moreover, Heidari and Saska [9]  briefly discussed the different 
types of quadcopters such as fixed-wing and multi-rotor and their 
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advantages and disadvantages in various applications with  
a comparative analysis. The research by Abdalla and Al-Baradie 
[10] integrated the PSO algorithm with the PID controller to design 
a steer control scheme for a quadcopter. The cognitive architec-
ture-based decision-making control method for UAVs was de-
signed by Pinto et al. [11]. 

Route planning with optimum path selection is also an im-
portant problem in UAV motion. Many researchers have also 
addressed this problem, and some related works  [12, 13, 14, 15, 
16] are cited here. Route planning for a quadcopter or UAV is to 
search the optimal flight path from the source point to a destina-
tion to reduce the time and energy [12]. Therefore, Xu et al. [12] 
implemented a gravitational search algorithm to address this 
issue. The MATLAB graphical user interface module was used to 
show the different 2D and 3D flight motion results. Another similar 
type of work was found in an article by Zhang and Duan [13] , in 
which the authors applied a differential evolution algorithm for the 
global route planning of a UAV in a 3D environment. Further, 
previous studies applied some more optimisation algorithms such 
as the genetic algorithm (GA) [14] , ant colony optimisation (ACO) 
[15] , water drops optimisation algorithm [16]  and hybrid GA [17] 
to search feasible optimal routes for UAVs. However, they have 
not focused on designing a UAV and its real-time experimental 
results. Silva et al. [17] used the flight-gear simulator to show the 
fly motion results of a UVA under different wind speeds and direc-
tions. Comparative performance analysis of different multi-
objective evolutionary algorithms as a path planner of UAV has 
been studied by Besada-Portas et al. [18]). Cui and Wang [19] 
implemented the reinforcement learning algorithm to design local 
and global path planners for a UAV among static and moving 
obstacles. Yao and Zhao [20] suggested the model predictive 
control algorithm to search optimal or sub-optimal collision-free 
trajectories for a UAV in the midst of dynamic obstacle conditions. 
However, Besada-Portas et al. [18]; Cui and Wang [19]; and Yao 
and Zhao [20] have shown the software-based computer simula-
tion results of UAVs in their studies. Heidari and Saska [9] devel-
oped a heuristic approach–based open-loop control system to 
select optimal values of the dynamic control parameters such as 
thrust force and torque of a quadcopter for trajectory optimisation. 

After summarising the above-cited scientific literature, we find 
that most of the work has been based on either trajectory tracking 
control or path planning of a UAV or quadcopter. Moreover, many 
authors have only presented the software-based simulation re-
sults in their studies, and they have not focused on any new con-
cept-based quadcopter designing. Therefore, we have tried to 
design and fabricate the novel concept-based UAV in this work, 
which can also travel on the ground and rough terrain, as a UGV. 

1.2. Important contribution 

This paper’s contributions are summarised as follows: First, a 
new concept-based combined vehicle (UAV + UGV) is designed 
and fabricated, which can fly as a quadcopter or UAV, and it can 
also travel on the ground, rough terrain and rough narrow paths 
as a UGV or a wheeled robot. Next, the various kinematic equa-
tions are explained briefly and embedded in the microcontroller. 
Then, the flying and ground motion and orientation of the UAV 
and caterpillar wheel–based UGV are controlled during navigation 
through a single control unit or remote controller. Further, the 
SolidWorks model of a combined vehicle (UAV + UGV) and its 

various connected parts is briefly discussed with different 2D and 
3D pictorial representations. Finally, the other equipped electronic 
hardware components of a combined vehicle (UAV + UGV) and its 
real-time flying and ground motions and orientation results are 
presented to demonstrate the robustness and effectiveness of the 
designed vehicle. 

1.3. Paper organisation 

The rest of the paper is organised as follows: Section 2 re-
veals the kinematic equations for the UAV and its attached cater-
pillar wheel–based UGV arrangement, which are applied to con-
trol the flying and ground motion and orientation of the whole 
vehicle. The various 2D and 3D SolidWorks models of a combined 
vehicle (UAV + UGV) are presented in Section 3. Section 4 briefly 
discusses the various electronic components of a combined vehi-
cle (UAV + UGV) and shows the real-time experimental results. 
Finally, Section 5 provides the salient points of the current investi-
gation, together with the conclusions reached. 

2. KINEMATIC STUDY OF THE UAV AND ITS ATTACHED 
CATERPILLAR WHEEL–BASED UGV 

This section reveals the kinematic equations for the UAV and 
its attached caterpillar wheel–based UGV, which are used to 
control the flying and ground motion and orientation of a combined 
vehicle (UAV + UGV). Fig. 1 shows the pictorial representation of 
various kinematic and dynamic indices of only UAV in the 3D 
workspace. 

 
Fig. 1. Pictorial representation of various kinematic and dynamic indices  
            of only UAV in the 3D workspace. UAV, unmanned aerial vehicle 

Lightweight glass fibre is used to construct the frame of the 
UAV because the structural rigidity of this glass fibre is high. The 
centre part of the frame carries various electronic components 
such as flight controller, motor driver, receiver, battery, Arduino 
microcontroller and so on. The frame also has four spider arms 
protruding from it, which accommodate brushless DC motors, and 
the motors provide sufficient rotational motions to the rotors. 
These rotors are fixed to the tip of motors and produce adequate 
thrust to lift off a combined vehicle. The arms also consist of the 
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electronic speed controller (ESC) for controlling the rotational 
speed of the motors, and the ESC controls the directions of the 
UAV. This UAV performs six motions in total (three translations 
and three rotations) by using its attached four rotors, and it con-
sists of multiple input and output control systems. In Fig. 1, 

𝐴𝐸 = [𝑋𝐸 , 𝑌𝐸 , 𝑍𝐸]𝑇 defines the absolute linear position vector of 

the UAV and �̇�𝐸 = [�̇�𝐸 , �̇�𝐸 , �̇�𝐸]
𝑇

 represents the linear velocity 

vector with respect to the 𝐸 reference frame in the 3D workspace. 

The 𝛼 = [𝜃, 𝜙, 𝛹]𝑇 is the angular displacement or attitude vec-
tor with respect to the 𝐸 reference frame, where 𝜙, 𝜃 and 𝛹 
reveal the Euler angles of roll, pitch and yaw, respectively. A 

combined vector 𝑞 = [𝐴𝐸, 𝛼]𝑇 represents the linear and angular 

position vectors of the UAV. Similarly, 𝐴𝐹 = [𝑥𝐹 , 𝑦𝐹 , 𝑧𝐹]𝑇 de-

fines the absolute linear position vector of the UAV and �̇�𝐹 =
[�̇�𝐹 , �̇�𝐹 , �̇�𝐹]𝑇 represents the linear translation velocity vector with 
respect to the 𝐹 body frame in the 3D workspace. And 𝛽 =
[�̇�, �̇�, �̇�]𝑇 defines the angular velocity vector with respect to the 
𝐹 body frame. The kinematic study of the UAV reveals the rela-
tionship between the reference frame and the body frame [5] . The 
rotation and translation kinematic equations can be described as 
follows: 

𝑅𝑅 = [

𝑐(𝜃)𝑐(𝛹) 𝑠(𝜙)𝑠(𝜃)𝑐(𝛹) − 𝑐(𝜙)𝑠(𝛹) 𝑐(𝜙)𝑠(𝜃)𝑐(𝛹) + 𝑠(𝜙)𝑠(𝛹)

𝑐(𝜃)𝑠(𝛹) 𝑠(𝜙)𝑠(𝜃)𝑠(𝛹) + 𝑐(𝜙)𝑐(𝛹) 𝑐(𝜙)𝑠(𝜃)𝑐(𝛹) − 𝑠(𝜙)𝑐(𝛹)

−𝑠(𝜃) 𝑠(𝜙)𝑐(𝜃) 𝑐(𝜙)𝑐(𝜃)

]                                    (1) 

[

�̇�𝐸

�̇�𝐸

�̇�𝐸

] = 𝑅𝑅 ∙ �̇�𝐹 = [

𝑐(𝜃)𝑐(𝛹) 𝑠(𝜙)𝑠(𝜃)𝑐(𝛹) − 𝑐(𝜙)𝑠(𝛹) 𝑐(𝜙)𝑠(𝜃)𝑐(𝛹) + 𝑠(𝜙)𝑠(𝛹)

𝑐(𝜃)𝑠(𝛹) 𝑠(𝜙)𝑠(𝜃)𝑠(𝛹) + 𝑐(𝜙)𝑐(𝛹) 𝑐(𝜙)𝑠(𝜃)𝑐(𝛹) − 𝑠(𝜙)𝑐(𝛹)

−𝑠(𝜃) 𝑠(𝜙)𝑐(𝜃) 𝑐(𝜙)𝑐(𝜃)

] ∙ [

�̇�𝐹

�̇�𝐹

�̇�𝐹

]                   (2) 

�̇�𝐸 = �̇�𝐹 ∙ (𝑐(𝜃)𝑐(𝛹)) + �̇�𝐹 ∙ (𝑠(𝜙)𝑠(𝜃)𝑐(𝛹) − 𝑐(𝜙)𝑠(𝛹)) + �̇�𝐹 ∙ (𝑐(𝜙)𝑠(𝜃)𝑐(𝛹) + 𝑠(𝜙)𝑠(𝛹))                   (3) 

�̇�𝐸 = �̇�𝐹 ∙ (𝑐(𝜃)𝑠(𝛹)) + �̇�𝐹 ∙ (𝑠(𝜙)𝑠(𝜃)𝑠(𝛹) + 𝑐(𝜙)𝑐(𝛹)) + �̇�𝐹 ∙ (𝑐(𝜙)𝑠(𝜃)𝑐(𝛹) − 𝑠(𝜙)𝑐(𝛹))                   (4) 

�̇�𝐸 = �̇�𝐹 ∙ (−𝑠(𝜃)) + �̇�𝐹 ∙ (𝑠(𝜙)𝑐(𝜃)) + �̇�𝐹 ∙ (𝑐(𝜙)𝑐(𝜃))          (5) 

where 𝑅𝑅 describes the rotational matrix for the UAV from the 𝐹 

body frame to the 𝐸 reference frame and 𝑐 and 𝑠 denote the 
cosine and sine trigonometry terms, respectively. The angular 
transformation matrix 𝑅𝑇 from the 𝐹 body frame to the 𝐸 refer-
ence frame can be formulated as: 

𝑅𝑇 = [

1 𝑠(𝜙)𝑡(𝜃) 𝑐(𝜙)𝑡(𝜃)

0 𝑐(𝜙) −𝑠(𝜙)

0
𝑠(𝜙)

𝑐(𝜃)

𝑐(𝜙)

𝑐(𝜃)

]           (6) 

where 𝑡 symbolises the tangent trigonometry term. After calculat-
ing the linear velocities of the UAV, we calculate the values of 
angular velocities from the 𝐹 body frame to the 𝐸 reference frame 
as: 

[
�̇�
�̇�

�̇�

] = 𝑅𝑇 ∙ 𝛽 = [

1 𝑠(𝜙)𝑡(𝜃) 𝑐(𝜙)𝑡(𝜃)

0 𝑐(𝜙) −𝑠(𝜙)

0
𝑠(𝜙)

𝑐(𝜃)

𝑐(𝜙)

𝑐(𝜃)

] ∙ [
�̇�
�̇�
�̇�

]         (7) 

�̇� = �̇� + �̇� ∙ (𝑠(𝜙)𝑡(𝜃)) + �̇� ∙ (𝑐(𝜙)𝑡(𝜃))          (8) 

�̇� = �̇� ∙ (𝑐(𝜙)) − �̇� ∙ (𝑠(𝜙))                         (9) 

�̇� = �̇� ∙ (
𝑠(𝜙)

𝑐(𝜃)
) + �̇� ∙ (

𝑐(𝜙)

𝑐(𝜃)
)                                      (10) 

For the dynamic equations of motion for the UAV, we consider 
the Newton–Euler formula [5, 6]. 

The caterpillar wheel–based UGV is made up of lightweight 
glass fibre panels and joined with the base of the UAV’s frame 
using nut and bolt. The two holes on each side of the fibre panels 
are punched to connect the four DC motors, and these motors are 
attached with the caterpillar driving wheels, which carry the me-
chanical frame. The two caterpillar driving wheels set, connected 
on the left side of a combined vehicle (UAV + UGV), are controlled 
as a left-wheel driving system. Similarly, another two caterpillar 
driving wheels set, attached on the right side of a combined vehi-
cle, are completely run on the ground as a right-wheel driving 

system. 𝑈𝐿 denotes the left-wheel driving system, and 𝑈𝑅  repre-

sents the right-wheel driving system in the kinematic equations. 
Fig. 2 illustrates the graphical representation of various kinematic 
and dynamic indices of the caterpillar wheel–based UGV system 
in the 2D workspace. 

 

Fig. 2. Graphical representation of various kinematic and dynamic indices 
of caterpillar wheel–based UGV system in the 2D workspace 
(UGV, unmanned ground vehicle) 

The axes (𝑥, 𝑦) are the current location of the UGV system 

from the origin 𝑂 point in the global frame {𝑂, 𝑋, 𝑌}. In Fig. 2, 𝛾 
indicates the steering control angle of the UGV with respect to an 

axis (𝑂, 𝑋), 𝐿 is the track width between the left and right driving 

systems, 𝑅 is the radius of the wheel and 𝐶 is the centre of mass 
of the UGV. The following kinematic equations control the veloci-
ties and steering angle of the UGV: 
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𝑈 =
𝑅

2
∙ (𝜔𝑅 + 𝜔𝐿) =

𝑈𝑅+𝑈𝐿

2
                                      (11) 

𝜔 = �̇� =
𝑅

𝐿
∙ (𝜔𝑅 − 𝜔𝐿) =

𝑈𝑅−𝑈𝐿

𝐿
                                      (12) 

where 𝑈 and 𝜔 symbolise the centre (mean) linear velocity and 

centre angular velocity of the UGV, respectively. These 𝑈 and 𝜔 
control the motion and orientation of the UGV in the C/C++ micro-
controller programming, respectively. Next, 𝜔𝑅  and 𝜔𝐿represent 
the angular velocities of the right-wheel driving system and left-
wheel driving system, respectively. 

Further, the following equations express the velocity (linear 
and angular) with respect to time: 

𝑑𝑥

𝑑𝑡
= �̇�(𝑡) = 𝑈 ∙ cos 𝛾 =

𝑅

2
(𝜔𝑅 + 𝜔𝐿) ∙ cos 𝛾       (13) 

𝑑𝑦

𝑑𝑡
= �̇�(𝑡) = 𝑈 ∙ sin 𝛾 =

𝑅

2
∙ (𝜔𝑅 + 𝜔𝐿) ∙ sin 𝛾       (14) 

𝑑𝜃

𝑑𝑡
= �̇�(𝑡) = 𝜔 =

𝑅

𝐿
∙ (𝜔𝑅 − 𝜔𝐿)                                      (15) 

Next, the following conditions are used for the linear and an-
gular motion controls of the UGV: 
1. If (𝑈𝑅 = 𝑈𝑅), then the UGV travels straight. 

2. If (𝑈𝑅 > 𝑈𝑅), then the UGV turns left. 

3. If (𝑈𝑅 < 𝑈𝑅), then the UGV turns right. 

3. BRIEF DESCRIPTION OF THE VARIOUS COMPONENTS 
OF THE UAV AND ITS ATTACHED CATERPILLAR 
WHEEL–BASED UGV 

This section provides a brief description of various compo-
nents of a combined vehicle (UAV + UGV). We have used Solid-
Works software to design the prototype model, and we have 
presented the different 2D and 3D views of a combined vehicle 
(UAV + UGV). Figs. 3–8 illustrate the various 2D and 3D views of 
a combined vehicle (UAV + UGV). Tab. 1 (ESC, electronic speed 
controller; UAV, unmanned aerial vehicle; UGV, unmanned 
ground vehicle.) summarises the defined part numbers and 
names of the various components of a combined vehicle 
(UAV + UGV). A brief description of some figures and the connec-
tions of various components has been provided below. 

Tab. 1. Part numbers and names of the various components  
            of a combined vehicle (UAV + UGV) 

Part Number Part Name 

1 Rotors or blades 

2 Brushless motors for rotors 

3 Electronic system box 

4 Right wheel driving system 

5 Left wheel driving system 

6 UGV’s frame 

7 Spider arms 

8 DC motors for UGV’s wheels 

9 Shafts of right side DC motors 

10 Shafts of Left Side DC Motors 

11 UAV’s frame 

12 Bolt to connect arms 

13 Nut 

14 ESC 

 
Fig. 3. Isometric view of a combined vehicle (UAV + UGV),  

(UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

 

Fig. 4. Front view of a combined vehicle (UAV + UGV),  
(UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

 

Fig. 5. Side view of a combined vehicle (UAV + UGV),  
(UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

As illustrated in Fig. 3, the proposed vehicle (UAV + UGV) in-
cludes rotors or blades (1), brushless motors for rotors (2), an 
electronic system box (3), right wheel driving system (4), left 
wheel driving system (5), a UGV’s frame (6) and a UAV’s frame 
(11). The ground traversing device or UGV facilitates the whole 
vehicle (UAV + UGV) to traverse the ground or any terrain. In a 
vehicle (UAV + UGV), the electronic system box (3) is used to 
control the flying and ground motions and orientation of the aerial 
driving mechanism and ground traversing mechanism. The elec-
tronic system box (3) includes one transceiver configured to 
communicate between the remote control and vehicle and trans-
fers the data, e.g. video or image data and commands, enabling 
the electronic system box (3) to control the aerial driving and the 
ground traversing mechanism. This electronic system box (3) is 
configured to control the aerial driving mechanism and the ground 
traversing mechanism independently. In a combined vehicle 
(UAV + UGV), the electronic system box (3) may include one or 
more sensors configured to measure one or more attributes per-
taining to, by way of example but not limited to, location, environ-
ment and properties of the ground surface. For example, a com-
bined vehicle (UAV + UGV) may include ground penetrating radar 
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(GPR) sensors that may sense one or more properties of the 
ground surface, such as but not limited to the type of rock, soil 
and ice; availability of freshwater; pavements; and structures. With 
the help of the GPR sensors, the UAV can detect improvised 
explosive devices (IED) and landmines, which is advantageous in 
the field of defence. Moreover, it can be useful in research areas 
where the surface changes in materialistic property need to be 
detected. 

 

Fig. 6. Top view of a combined vehicle (UAV + UGV),  
(UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

 

Fig. 7. Bottom view of a combined vehicle (UAV + UGV),  
(UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

The electronic system box (3) includes a calibration unit and a 
compass unit. The calibration unit may allow, for example, the 
calibration of a vehicle (UAV + UGV) regarding a predefined plane 
in a coordinate system, e.g. to determine the roll and pitch angle 
of a vehicle (UAV + UGV) with respect to the gravity vector (e.g. 
from planet Earth). Thus, an orientation of a vehicle (UAV + UGV) 
in a coordinate system may be determined. The orientation of a 
vehicle (UAV + UGV) may be calibrated using the calibration unit 
before a vehicle (UAV + UGV) is operated in-flight modus. How-
ever, any other suitable function for navigation of a vehicle 
(UAV + UGV), e.g. for determining a position, a flight velocity, a 
flight direction and so on, may be implemented in the electronic 

system box (3). In a vehicle (UAV + UGV), the UAV’s frame (11) 
includes a camera to capture an image of the surroundings and to 
provide the captured image to the microcontroller of an electronic 
system box (3). This electronic system box (3) is configured to 
process the captured images and determine one or more attrib-
utes pertaining to the object. For example, the electronic system 
box (3) identifies the position of objects in the image. The elec-
tronic system box (3) consists of a transmitter that may be config-
ured to transmit information such as, but not limited to, information 
about the captured image to a server or the remote location.  

Fig. 8 depicts an exploded view of a combined vehicle 
(UAV + UGV), which indicates all the important components of a 
vehicle. The UAV’s driving assembly includes rotors or blades (1), 
spider arms (7) and brushless motors (2) for aerial movement. In 
an aspect, the UAV’s driving assembly consists of four brushless 
motors (2), and motors (2) are attached with the spider arm (7). In 
a vehicle (UAV + UGV), the UAV’s frame also includes a driving 
circuit ESC (14) that is attached to the brushless motors (2). The 
driving circuit may also be operatively connected to the electronic 
system box (3). The electronic system box (3) provides an input 
signal to the driving circuits to drive the brushless motors (2). In a 
UAV’s driving assembly, the rotors or blades (1) are configured to 
rotate in at least two anticlockwise and clockwise directions. The 
rotation of rotors or blades (1) provides an upward lift to the UAV 
and facilitates a vehicle (UAV + UGV) to move in the air. In a 
vehicle (UAV + UGV), the ground traversing device or UGV in-
cludes the UGV’s frame (6), caterpillar wheel–based right-wheel 
driving system (4), left-wheel driving system (5) and DC motors 
(8). The ground traversing device is attached to the lower portion 
of the UAV’s frame (11). The configuration of the ground travers-
ing device with the vehicle enables the vehicle to traverse on the 
surface, i.e. provides the ground traversing capability. In a vehicle 
(UAV + UGV), the ground traversing device includes a control unit 
to control the rotation of the DC motors (8). The control unit is 
implemented as a hardware component in an electronic system 
box (3). In a different embodiment, the control unit is implemented 
as a computer program product, which includes a computer-
readable storage medium employing a set of instructions. The 
ground traversing device also consists of the DC motors (8) con-
figured to rotate selectively in clockwise and anticlockwise direc-
tions. The motor driver of the ground traversing device controls 
the direction of the rotation of the DC motors (8) and the amount 
of the rotation of the DC motors (8). 

 

Fig. 8. Exploded view of all the components of a combined vehicle 
(UAV + UGV), (UAV, unmanned aerial vehicle;  
UGV, unmanned ground vehicle)  
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The ground traversing device also includes a caterpillar 
wheel–based right-wheel driving system (4) and a left-wheel 
driving system (5) operatively coupled to the shafts of the right-
side DC motors (9) and the left-side DC motors (10), respectively, 
and configured to rotate in the clockwise and anticlockwise direc-
tions. The coupling of DC motors (8) enables the caterpillar 
wheel–based right wheel driving system (4) and left wheel driving 
system (5) to rotate in the direction of the rotation. Particularly, the 
rotation of the DC motors (8) in a clockwise direction facilitates the 
rotation of the caterpillar wheels in a clockwise direction, and the 
rotation of the DC motors (8) in an anticlockwise direction pro-
vides the rotation of the caterpillar wheels in an anticlockwise 
direction. In an embodiment, the ground traversing device or UGV 
system is attached to the existing vehicle to provide the ground 
traversing capability. The electronic box system (3) provides the 
input to the driving circuits to drive the DC motors (8). As illustrat-
ed in Fig. 8, the UGV’s frame (6) of the ground traversing device 
is attached to the lower portion of a UAV’s frame (11). This UGV’s 
frame (6) is attached to UAV’s frame (11) by bolt (12) and nut 
(13). The UGV’s frame (6) of the ground traversing device is 
attached to the aerial driving assembly, at its one side that is 
opposite to another side of the UGV’s frame (6), at which the 
wheel and DC motors (8) are attached for the ground traversing 
mechanism. 

4. EXPERIMENTAL STUDY 

This section briefly discusses the various electronic compo-
nents of a combined vehicle (UAV + UGV). It also presents the 
experimental results to demonstrate the effectiveness of the de-
veloped vehicle in real-time applications. In addition, we describe 
the working principle of various electronic components that are 
used in a vehicle. Fig. 9 A–E illustrates snapshots of the different 
views (isometric, top, bottom, front and side) of the physical model 
of a combined vehicle (UAV + UGV). Moreover, this figure shows 
the various electronic components of a vehicle. The chassis and 
spider arms of a combined vehicle (UAV + UGV) are made up of 
lightweight glass fibre. A combined vehicle’s length, width and 
height are 60 cm, 60 cm and 16 cm, respectively. The length of 
each spider arm is 49 cm. Similarly, the track width and wheel-
base distance of the UGV’s caterpillar driving wheels are 26 cm 
and 21 cm, respectively. The attached electronic components of a 
vehicle and their specifications are given in Tab. 2 (ESC, electron-
ic speed controller; UAV, unmanned aerial vehicle; UGV, un-
manned ground vehicle). The vehicle’s ground and aerial motions 
are controlled with the help of these electronic components. 

 
Fig. 9. Snapshots of different views of the physical model of a combined vehicle (UAV + UGV) with the information of various electronic components:  

(a) Isometric view, (b) Top view, (c) Bottom view, (d) Front view, (e) Side view, (note: a – Caterpillar wheel driving system, b – Brushless motors  
for rotors, c – Rotors or Blades, d – Arduino microcontroller, e – Motors driver, f – LiPo battery, g – ESC, h – Spider arms, i – DC motors for UGV’s 
wheels. ESC, electronic speed controller; UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 
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Tab. 2. Specifications of various electronic components  
             of a combined vehicle (UAV + UGV) 

Name Specification 

Microcontroller Arduino UNO (ATmega328P) 

Switch On–off switch 

Motors for UGV’s cater-
pillar wheel 

12 V, 100 RPM, DC Motor 

Motors for rotor or blade Brushless motor, A2212/13T, 1,000 KV 

Motors driver for UGV’s 
caterpillar wheel 

L298N, dual DC motor driver 

Flight controller board Naze32, Rev6, 32-bit, 6DOF 

Transmitter and receiver 
for a combined vehicle 
(UAV + UGV) 

CT6B Remote six channel transmitter 
and receiver 

ESC 30 Amp 

Caterpillar wheels 
Wheel radius: 30 mm;  
Thickness of wheel: 30 mm;  
Shaft bore diameter: 6 mm 

Jumper wire Male and female jumper wires 

Power 
Rechargeable lithium–polymer (LiPo) 
battery, 11.1 V, 3,300 mAh 

The UAV’s motion is controlled by the remote controller, it 
provides signals to the UAV’s receiver and then the receiver 
sends the signal to the central flight controller. After that, the flight 
controller controls the speed of rotors with the help of an ESC. 
The motion and orientation of the UGV’s caterpillar wheel are 
controlled by four independent DC motors, which provide the 
required torque during motion on the ground and rough terrain. 
The differential drive control method is used to control the motion 
of a vehicle during navigation on the ground. All the DC motors 
are attached to a combined vehicle’s dual DC motor driver. The 
driver’s direction and velocity control pins are connected to the 
Arduino UNO microcontroller to control the speed and provide left 
and right turns and backward and forward motions to the vehicle. 
One lithium–polymer (LiPo) battery of 11.1 V and 3,300 mAh 
gives power to the vehicle during the ground and aerial motions. 
The voltage regulator IC-7085 is used to drop from 11.1 V to 5 V 
and supplies power to the Arduino microcontroller. 

 
Fig. 10. Snapshots of aerial motion control–based experimental results of a combined vehicle (UAV + UGV),  

  (UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 
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Fig. 11. Navigation result snapshots of a combined vehicle (UAV + UGV) moving on an uneven and rough terrain  
              (UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle)

The various kinematic equations of a combined vehicle 
(UAV + UGV) mentioned in Section 3 are embedded in the micro-
controller to control the flying and ground motions. The kinematic 
equations of the UAV provide the three translations (linear veloci-
ties) and three rotation (angular velocities) commands to the 
rotors during aerial motion. Similarly, the kinematic equations of 
the UGV control the velocities and steering of a vehicle during 
navigation on the ground and rough terrain. We have tested this 
combined vehicle as an aerial vehicle in the sky and as a ground 
vehicle on uneven terrain, rough terrain and narrow paths. Fig. 
10A–F shows snapshots of aerial motion control–based experi-
mental results of a combined vehicle (UAV + UGV). As shown in 
the figure, first, the vehicle starts, ready to fly in the sky, and then 
flies in the sky successfully during our experiment. After conduct-
ing the first test of a combined vehicle (UAV + UGV) as an aerial 
vehicle, we navigate this vehicle on uneven terrain, rough terrain 

and narrow paths. Fig. 11A–F illustrates the navigation result 
snapshots of a combined vehicle (UAV + UGV) moving on uneven 
and rough terrain. In addition, we have run this vehicle in a narrow 
path to show its robustness, and snapshots of the experimental 
result are presented in Fig. 12A–E. Moreover, we have also rec-
orded a combined vehicle’s real-time linear and angular velocities 
(UAV + UGV) during both aerial and ground motion tests. 

Fig. 13 reveals the real-time recorded linear velocity (meters 
per second) values of a combined vehicle (UAV + UGV) during the 
aerial motion control–based experimental results indicated in Fig. 
10. Similarly, Figs 14 and 15 show the real-time recorded angular 
velocity (degrees per second) and linear velocity (meters per 
second) values of a right- and left-wheel driving system of a com-
bined vehicle (UAV + UGV), respectively, when a vehicle travels 
on a rough narrow path, as indicated in Fig. 12. 
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Fig. 12. Snapshots of experimental result of a combined vehicle (UAV + UGV) moving on a rough narrow path,  
              (UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

5. CONCLUSION AND FUTURE WORK 

In order to provide more flexibility to the existing UAVs or 
quadcopters, a novel concept-based combined vehicle 
(UAV + UGV) was designed and studied. The main contribution of 
this work is the development of a novel concept-based UAV, 
which can also travel on ground, rough terrain and narrow paths 
as a UGV according to our requirements. Another objective of this 
present work was to provide an improved combined vehicle 
(UAV + UGV) capable of taking off and landing vertically, thereby 
eliminating the need for any runway. The important contributions 
of this paper can be summarised as follows: First, the kinematic 
equations for both a UAV and its attached caterpillar wheel–based 

UGV are established and implemented in the microcontroller to 
control the flying and ground motion and orientation of a vehicle 
(UAV + UGV). Then, using SolidWorks software, the different 2D 
and 3D pictorial representations of a combined vehicle 
(UAV + UGV) are displayed. Its various components and their 
connections with each other are also explained briefly in this 
investigation. Finally, the presented experimental outcomes con-
firm that our developed vehicle (UAV + UGV) has given significant 
results in both air and ground, including rough terrain. Finally, and 
importantly, our future research work can include dynamic analy-
sis by incorporating Newton–Euler equations to show the refer-
ence trajectory tracking control scheme for a combined vehicle 
(UAV + UGV). 
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Fig. 13. Real-time recorded linear velocity (meters per second) values of a combined vehicle (UAV + UGV) during the aerial motion control–based  
              experimental results indicated in Fig. 10, (UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

 
Fig. 14. Real-time recorded angular velocity (degrees per second) values of a right- and left-wheel driving system of a combined vehicle (UAV + UGV),  
              when vehicle travels on a rough narrow path as indicated in Fig. 12, (UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle) 

 
Fig. 15. Real-time recorded linear velocity (meters per second) values of a right- and left-wheel driving system of a combined vehicle (UAV + UGV),  
              when vehicle travels on a rough narrow path as indicated in Fig. 12, (UAV, unmanned aerial vehicle; UGV, unmanned ground vehicle)
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Abstract: Chronic kidney disease is a general definition of kidney dysfunction that lasts more than 3 months. When chronic kidney disease 
is advanced, the kidneys are no longer able to cleanse the blood of toxins and harmful waste products and can no longer support  
the proper function of other organs. The disease can begin suddenly or develop latently over a long period of time without the presence of 
characteristic symptoms. The most common causes are other chronic diseases – diabetes and hypertension. Therefore, it is very important 
to diagnose the disease in early stages and opt for a suitable treatment - medication, diet and exercises to reduce its side effects.  
The purpose of this paper is to analyse and select those patient characteristics that may influence the prevalence of chronic kidney  
disease, as well as to extract classification rules and action rules that can be useful to medical professionals to efficiently and accurately 
diagnose patients with kidney chronic disease. The first step of the study was feature selection and evaluation of its effect on classification 
results. The study was repeated for four models – containing all available patient data, containing features identified by doctors as major 
factors in chronic kidney disease, and models containing features selected using Correlation Based Feature Selection and Chi-Square 
Test. Sequential Minimal Optimization and Multilayer Perceptron had the best performance for all four cases, with an average accuracy  
of 98.31% for SMO and 98.06% for Multilayer Perceptron, results that were confirmed by taking into consideration the F1-Score, for both 
algorithms was above 0.98. For all these models the classification rules are extracted. The final step was action rule extraction. The paper 
shows that appropriate data analysis allows for building models that can support doctors in diagnosing a disease and support their deci-
sions on treatment. Action rules can be important guidelines for the doctors. They can reassure the doctor in his diagnosis or indicate new, 
previously unseen ways to cure the patient. 

Key words: feature selection, classification, classification rules, action rules, data mining, chronic kidney disease

1. INTRODUCTION 

Chronic kidney disease (CKD) is a common disease that  
affects between 8% and 16% of the population worldwide [1]. It is 
often misdiagnosed or underdiagnosed in the earlier stages  
because there are no particular evident symptoms in these stages 
of development, but can it can be detected through laboratory 
testing. Due to the lower rate of proper identification in the incipi-
ent phases of the disease, Kidney Disease Outcomes Initiative of 
the National Kidney Foundation has recently proposed guidelines 
to describe CKD. In these guidelines it is stated that CKD is char-
acterised by structural or functional abnormalities that last and/or 
progress for more than 3 months, with or without decreased glo-
merular filtration rate (GFR), manifest by either pathological ab-
normalities or markers of kidney damage, including abnormalities 
in the specific blood or urine tests or in medical imaging tests or 
by a GFR less than 60 mL/min/1.73 m2 for more than 3 months, 
with or without kidney damage [2,3].  

Early detection is extremely important to minimise the chanc-
es of progression to kidney failure. There are initiating factors that 
can contribute to increasing the risk of developing CKD, and some 
of them are related to ethnicity and family health record, whether 
or not end-stage kidney disease is present along with high-risk 
factors. Other aspects that can be taken into consideration are 

age, stating that the number of nephrons that loss function  
is increased with ageing, gender, some studies implying that the 
progression of CKD is more rapid at men [4]. Diabetes and hyper-
tension are the two main causes of CKD which are responsable 
for up to two-third of the cases: diabetes, due to the presence of 
too much glucose in the blood that damage the filtering function of 
the kidneys and high blood pressure that can affect the blood 
vessels that irrigate the kidneys. Apart from them, glomerulone-
phritis and unknown causes are more common in countries  
of Asia and sub-Saharan Africa [5]. 

With the possibility of early detection, it will be a transition 
from a life-threatening condition that requires lifelong care and the 
imminent occuring of dialysis to a more common condition that 
focuses on prevention and slowing the loss of kidneys functionali-
ty [6]. Data mining is an effective instrument to extract useful 
hidden information from voluminous datasets. Health industry 
provides a large amound of complex data  about patients and 
diseases that requires preparation, processing, modelling and 
evaluation for knowledge extraction that can be used by the 
healthcare professionals when making diagnosis decisions and 
treatment plans [7]. Medical data is loaded with structured and 
unstructured information and it is characterised by an inconven-
ient aspect: high dimensionality. Feature selection is a common 
processing procedure for dimensionality reduction, so the algo-
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rithm is modelled for better understanding of the underlying trends 
within the dataset [8]. The analysis of medical data allows to 
reduce its dimensionality and also to extract certain rules that may 
be relevant to the diagnosis and treatment processes. It also gives 
the possibility to modify these rules by replacing some flexible 
attributes. It allows to reclassify the patient from one group to 
another. These rules can help doctors in their work by giving 
some guidance, for example on treatment options [9]. 

Various automatic diagnosis methods have been proposed 
and tested to detect the early stage of CKD. Avci et al. provides a 
performance comparison using different classifiers: Naïve Bayes, 
Support Vector Machine, K-Star and the famous J48 [10]. A. Rady 
et al. analyse the alternative of using artificial neural network 
algorithms and support vector machine to determine which algo-
rithm display the best classification results [11]. Attribute sellection 
and clustering methods were used by S.B. Akben to create sub-
sets of the dataset to be further evaluated with K-Nearest Neigh-
bour. The attributes were divided into three main categories, those 
related to blood tests, urine tests and other parameters, and 
different combinations of subsets were tested [12]. By considering 
that some elements of information are hidden from clinical data, 
these techniques can facilitate, as well as lower the cost of, a less 
invasive approach of diagnosis. 

The aim of this article is to analyse and select features and to 
investigate the impact of feature selection on the selected classifi-
ers accuracy. The paper will also show the extracted classification 
and action rules. 

2. MATERIALS AND METHODS  

“Chronic Kidney Disease” is the dataset used in this paper, 
extracted from UCI Machine Learning Repository. It is a collection 
of 400 instances with 24 attributes plus the class attribute, regis-
tered during a period of aproximatively 2 months at the Apollo 
Hospitals. The characteristics of all attributes are shown in Tab. 1. 
The original dataset contains missing values which can lead to 
inaccurate results and reduce the model accuracy. Instead of 
eliminating the instance from the dataset, we opt for replacing the 
missing values using statistical methods. Supervised attribute filter 
ReplaceMissingValues [40] from Weka software, was used to fill 
the unknown values by calculating the mean of all values for a 
specific attributes – the mean of the column. The attributes are 
numeric and nominal and they indicate the results of a range of 
blood and urine tests and the presence or absence of common 
diseases that increase the risk of developing CKD. There are two 
classes: 250 instances distributed for ckd which means a high 
probability of have chronic kidney disease in early stages and 150 
instances for notckd, the patients that are generally not prone to 
chronic kidney disease. 

Tab. 1. Attribute information 

No. 
Attribute 

name 
Description Average value 

1 age 
age of the patient (num)  

in years 
51 

2 bp 
blood pressure (num)  

in mm/hg 
76 

3 sg specific gravity (nom) - 

4 al albumin (nom) - 

5 su sugar (nom) - 

6 rbc red blood cells (nom) normal/abnormal 

7 pc pus cell  (nom) normal/abnormal 

8 pcc pus cell clumps (nom) present/not present 

9 ba bacteria (nom) present/not present 

10 bgr 
blood glucose random 

(num) in mgs/dl 
148 

11 bu blood urea (num) in mgs/dl 57 

12 sc 
serum creatinine (num)  

in mgs/dl 
3 

13 sod sodium (num) in meq/l 138 

14 pot potassium (num)  in meq/l 4.62 

15 hemo hemoglobin (num) in gms 12.5 

16  pcv packed cell volume 39 

17 wbcc 
white blood cell count (num) 

in cells/cum 
8406 

18 rbcc 
red blood cell count(num) in 

millions/cmm 
4.7 

19 htn hypertension (nom) yes/no -values 

20 dm diabetes mellitus (nom) yes/no -values 

21 cad 
coronary artery disease 

(nom) 
yes/no -values 

22 appet appetite (nom) good/poor 

23 pe pedal edema (nom) yes/no -values 

24 ane anemia (nom) yes/no -values 

25 class class (nom) ckd/notckd 

In order to ease the learning procedure, the raw values were 
transformed into descriptive data which can better express the 
medical information. All the numerical data were saved as nominal 
data and then, the individual test values were divided into specific 
ranges accordingly with the ones reported in literature:  

 blood presure (bp) [13]:  
 less that 60 mm/Hg – low (0);  
 60-80 mm/Hg – normal (1); 
 80-90 mm/Hg – prehypertension (2); 
 higher than 90 – hypertension (3); 

 blood glucose random (bgr) [14]:  
 less than 70 mgs/dl – hypoglicemia (0); 
 70-125 mgs/dl – normal (1); 
 125-200 mgs/dl – high (2); 
 200-350 mgs/dl – extremely high (3); 
 higher than 380 – metabolic consequences (4); 

 blood urea (bu) [15]:  
 8-21 mgs/dl – normal (1); 
 higher than 21 mgs/dl – high (2); 

 serum creatinine (sc) [16]:  
 less than 1.2mg/dl – normal (1); 
 1.2–2mg/dl – mild renal (2); 
  2–3mg/dl – moderate renal (3); 
 higher than 3 mg/dl – severe renal (4); 

 sodium (sod) [17]:  
 lower than 135 mEq/L – hyponatremia (0); 
 135-145 mEq/L – normal (1); 
 higher that 145 mEq/L – high (2); 

 potasium (pot) [18]:  
 lower than 3.5 mEq/L – close to hypokalemia (0); 
 3.5-5 mEq/L – normal (1); 
 higher than 5 mEq/L – high (2); 

 hemoglobin (hemo) [19]:  
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 lower than 12.5 gms – low (0); 
 12.5-17.5 gms – normal (1); 
 higher that 17.5 gms – high (2); 

 packed cell volumes (pcv) [20]:  
 lower that 36% – low (0); 
 36-53% – normal (1); 
 higher than 53% – high (2); 

 white blood cell count (wbcc) [21]:  
 lower than 4000 cells/cum – low (0); 
 4000-11000 cells/cum – normal (1); 
 higher than 11000 cells/cum – high (2); 

 red blood cell count (rbcc) [22]:  
 lower than 3.92 millions/cmm – low (0); 
 3.92-5.65 millions/cmm – normal (1); 
 higher than 5.65 millions/cmm – high (2); 

The first step of the research was feature selection and study 
their effect on the accuracy of classifying patients into healthy and 
chronic kidney disease groups. In this case, some of the attributes 
need to be removed due to their little relevance. Following meth-
ods were used for attribute reduction:  

 Correlation Based Feature Selection is a fully automatic algo-
rithm used to determine a good feature subset that contains 
the attributes highly predictive of the class correlated and, 
simultaneously, uncorrelated with each other. All the features 
and the class are treated in a uniform manner and the merit of 
each attribute is calculated using Ranker Search Method. Ir-
relevant features should be neglected because they have low 
correlation to the class and redundant features should be re-
moved as they are highly correlated with at least one of the 
remaining features [23]. 

 Chi-Square Test for Feature Selection was used to test the 
relationship between the features. It starts from the assump-
tion that two characteristics are independent of each other, 
and then evaluate whether this hypothesis is correct by calcu-
lating the statistics, the magnitude of the deviation between 
the actual and theoretical values [24]. 
The second part of this study was building models including all 

attributes and attributes extracted by feature selection. To carry 
out the second part of this study, models were built using either all 
the attributes or attributes extracted by features selection meth-
ods. Then we applied the classification to check if the selection of 
features gave the expected results. For classification, we used the 
following algorithms: 

 AdaBoostM1 algorithm generates a strong classifier using a 
linear combination of member classifiers and selects a mem-
ber classifier to minimize the error and to maximize the diver-
sity among the member of the classifiers in each cycle [25]. It 
is particularly common to use decision stumps, small decision 
trees with two leaves, to build more complex base learners 
that provides good classifiers when boosted [26]. 

 Sequential Minimal Optimization (SMO) split the quadric 
programming problems into a series of smallest possible QP 
subproblems which are solved analytically. The main ad-
vantages of this problems are related to small memory space 
because it solves the problem without any extra matrix stor-
age, and it requires less computing time due to a non-iterative 
routine for each small problem [27]. 

 Multilayer Perceptron is an artificial feed-forward neural net-
work based on a three layers architecture: the input layer, the 
hidden layer with a non-linear activation function and an out-
put layer where the classification task is performed. Each lay-

er has a various number of neurons that are trained using 
back propagation learning algorithm [28]. Each neuron has a 
mathematical function that gain the input from a previous layer 
and produce the output for the following layer [29]. 

 Naïve Bayes Classification is based on the Bayes’ Theorem 
and provides a way of combining prior probability and condi-
tional probabilities into a single formula and then choose the 
classification with the highest values. The premise of this algo-
rithm is that all the attributes contribute equally and inde-
pendently to the model. In practice, this assumption is not cor-
rect but Naïve Bayes algorithm has become an important 
probabilistic model with remarkable success in practice [30]. 

 J48 decision tree in which every detail of the information is 
split into minor subsets by choosing an attribute. The principle 
of J48 decision tree is to split every detail present in the infor-
mation into minor subsets by choosing an attribute of refer-
ence. At each node, the algorithm chooses the highest worthy 
information-gain attribute to split the data. This process is 
stopped when a subset has a place with a similar class in all 
the instances [31]. 

 JRip main premise is to produce error reduction at each in-
cremental pruning and it consists on two phases: the grow 
phase when it continues to add terms to the rule until it is ac-
curate and the incrementally pruning phase of each rule [32]. 

 CART is a tree-building technique structured as a binary 
recursive portioning as each node from the decision tree can 
be split in only two groups. It is a practical algorithm used in 
clinical setting because it creates uncomplicated rules that 
have a common point with the perspective of the clinicians  
[33]. 

 The idea behind the PART algorithm is to build a partial tree 
with a separate-and-conquer strategy: when it creates a rule, 
the instances covered in it are removed and the process con-
tinues with the remaining instances until there are none left 
[34]. 

 Random Trees uses a collection of tree classifiers and pro-
duces a random set of data to build a decision tree. The input 
data is classified at each tree and the overall decision is made 
by so called “votes”. At a node, a random subset of training 
data is analysed and the best split is made for that particular 
subset [35]. 
We used a 10-fold cross-validation for testing, training and 

validation. The basic principle is to divide the data: a high percent 
of the data is used to build the model and then use the left-out 
samples to be predicted as unseen data [36]. In a 10-fold cross-
validation the dataset is randomly split into 10 mutually exclusive 
subsets of approximately equal size. The model is trained and 
tested each time, it is trained on the entire dataset leaving out the 
specific fold and then it is tested on the leave-out subset. The 
accuracy estimated is the overall number of correct classifications 
divided by the number of the instances in the dataset [37]. 

To evaluate the above classifiers, we used Total Accuracy 
(ACC) and F1-Score. 

ACC is the total efficiency of the classifier, which determines 
the probability of correct classification, i.e. the ratio of correct 
classification s to all classifications. It is expressed by the equa-
tion [38]: 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
             (1) 

A considerable disadvantage about the ACC as it does not 
take into consideration the differences between the types of error, 
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it does not punish the fact that the model classifies i.e a patient as 
a false negative, meaning that he is diagnosed as not having the 
disease when he actually has the disease (false negative values). 
Another aspect is related to the case when there is an unbalanced 
dataset, as ACC does not provide a realistic measurement – it is 
more effective to consult the confusion matrix (Tab. 2) [38]. 

Recall is the ability of a model to find all the relevant cases 
within the dataset, being defined as the number of true positives 
divided by the sum of true positives and false negatives. Precision 
is the ability of a classification to identify the positive features and 
it is defined as the number of true positives divided by the number 
of all instances that were classified as positives. F1-Score is an 
optimal blend, the harmonic mean of Recall and Precision [10]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
                               (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
                                    (3) 

𝐹1 = 2 ⋅
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⋅𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
              (4) 

Tab. 2. Confusion Matrix 

Hypothesized class Actual class 

 Positives Negatives 

Yes 
True  

Positives 
False 

Pozitives 

No 
False  

Negatives 
True  

Negatives 

 

The final steps of this study were construction of classification 
rules and extraction the action rules from classification rules. 

Action rules are constructed from classification rules which 
suggest an alternative to reclassify the instances. These rules 
indicate the changes in an attribute that need to be made to inte-
grate an instance, in this case, a patient into a different category, 
all accordingly to the information from the clinicians. It is crucial to 
find useful rules from analysing the data and identify the relevant 
patterns that best describes the instances [9]. 

An action rule can be presented in the following form [41,42]: 

[(𝜔) ∧ (𝛼 → 𝛽)] ⟹ (𝛹 → 𝛺)                           (5) 

where ω indicates a fixed condition features conjunction, that is a 

part of both groups, (α → β) is recommended changes in flexible 
features value and (Ψ → Ω) means an effect of the action, which 
the user wants to achieve. 

3. RESULTS  

To enhance the performance of the model, first, the dimension 
of the data set needs to be reduced, the irrelevant features or 
features that are little correlated with the class label should be 
neglected. [39] As mentioned earlier, two feature selection meth-
ods were used:  

 Correlation Based Feature Selection with Ranker Search 
Method, taking into consideration the first 6 attributes with a 
merit of approximate 0.5 or higher 

  Chi-Square Test choosing the first 8 most independent fea-
tures, listed in the table bellow:  
In addition, we also took into one of the models only those at-

tributes indicated by doctors as most important in chronic kidney 
disease. These features include blood pressure, specific gravity, 
diabetes mellitus, hypertension, albumin, blood urea, serum creat-
inine, sodium, potassium, haemoglobin, red blood cell count and 
packed cell volume [1,2,4]. The results of attribute selection are 
shown in Tab. 3. It is important to note that 6 of all features were 
able to be extracted for each of the methods mentioned above. 
These features are highlighted with the same color in Tab. 2. 

The results of classification for each of analyzed models are 
shown in Figs. 1-3.  

Tab. 3. Feature selection results 

Attributes  
indicated  

by doctors 

Correlation  
Based Feature 

Selection 
Chi-Square Test  

blood pressure hemoglobin serum creatinine 

specific gravity hypertension specific gravity 

diabetes mellitus diabetes mellitus hemoglobin 

hypertension serum creatinine albumin 

albumin albumin hypertension 

blood urea packed cell volume diabetes mellitus 

serum creatinine  red blood cell count 

sodium  packed cell volume 

potassium   

hemoglobin   

red blood cell count   

packed cell volume   

  
Fig. 1. Average accuracy 
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Fig. 2. Total Accuracy (ACC) Results 

 

Fig. 3. F1-Score Results 

The next step of the research was to identify the classification 
rules. These rules were obtained using the classifier algorithms 
mentioned earlier. A few dozen rules were obtained for each 
model. We compared the rules extracted for the model containing 
all features and for the models after feature reduction. In the 
following, we present dozens of rules that classify patients into a 
group at high risk for chronic kidney disease (underlined are those 
rules that were obtained in both models: the model containing all 
features and the models after feature selection): 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
1 AND hypertension = yes THEN ckd 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
1 AND hypertension = no AND packed cell volume = 0 THEN 
ckd 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
1 AND hypertension = no AND packed cell volume = 1 AND 
diabetes mellitus = yes THEN ckd 
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 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
2 THEN ckd 

 IF albumin = 0 AND hemoglobin = 1 AND serum creatinine = 
3 THEN ckd 

 IF albumin = 0 AND hemoglobin = 2 THEN ckd 

 IF hemoglobin = 0 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND albumin = 
0 AND serum creatinine = 2 or 3 or 4 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND albumin = 
2 or 3 or 4 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND serum 
creatinine = 1 AND specific gravity = 2 or 3 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = no AND serum 
creatinine = 2 or 3 THEN ckd 

 IF hemoglobin = 1 AND diabetes mellitus = yes THEN ckd 

 IF hemoglobin = 1 AND specific gravity = 1 or 2 or 3 THEN 
ckd 

 IF hemoglobin = 1 AND specific gravity = 4 AND serum 
creatinine = 1 AND albumin = 0 AND packed cell volume = 0 
THEN ckd 

 IF hemoglobin = 1 AND specific gravity = 5 AND serum 
creatinine = 2 or 3 THEN ckd 

 IF hemoglobin = 1 AND specific gravity = 5 AND serum 
creatinine = 1 AND albumin  = 1 or 2 or 3 or 4 or 5 THEN ckd 

 IF hemoglobin = 2 THEN ckd 

 IF hypertension = no AND albumin = 0 AND diabetes mellitus 
= no AND specific gravity = 2 or 3 THEN ckd 

 IF hypertension = no AND albumin = 0 AND diabetes mellitus 
= yes THEN ckd 

 IF hypertension = no AND albumin = 1 or 2 or 3 or 4 THEN 
ckd 

 IF hypertension = yes THEN ckd 

 IF serum creatinine = 1 AND albumin = 0 or 5 AND 
hemoglobin = 0 THEN ckd 

 IF serum creatinine = 1 AND albumin = 0 or 5 AND 
hemoglobin = 1 or 2 AND diabetes mellitus = yes THEN ckd 

 IF serum creatinine = 1 AND albumin = 1 or 2 or 3 or 4 THEN 
ckd 

 IF serum creatinine = 1 AND specific gravity = 1 or 2 or 3 
THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = yes THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 0 AND potassium (pot) = 1 
AND blood urea (bu) = 1 AND sodium = 0 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 0 AND potassium (pot) = 1 
AND blood urea (bu) = 2 AND sodium = 0 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 0 AND potassium (pot) = 
2THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 4 AND 
hypertension = no AND albumin = 1 or 2 or 3 or 4 or 5THEN 
ckd 

 IF serum creatinine = 1 AND specific gravity = 4 or 5 AND 
albumin = 1 or 2 or 4 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 5 AND albumin 
= 1 or 2 or 3 or 4 or 5 THEN ckd 

 IF serum creatinine = 1 AND specific gravity = 5 or 4 AND 
albumin = 1 or 3 or 4 THEN ckd 

 IF serum creatinine = 2 or 3 or 4 THEN ckd  

 IF serum creatinine = 4 AND specific gravity = 1 or 2 or 3 
THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = yes THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 0 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 1 AND albumin = 0 AND 
diabetes mellitus = yes or no THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 1 AND albumin = 1 or 2 or 3 
or 4 or 5 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 4 AND 
hypertension = no AND sodium = 2 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 5 AND blood 
pressure = 0 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 5 AND blood 
pressure = 1 AND albumin = 1 or 2 or 3 or 4 or 5 THEN ckd 

 IF serum creatinine = 4 AND specific gravity = 5 AND blood 
pressure = 2 or 3 THEN ckd 
The classification rules read as follows: e.g. the last rule 

means that if serum creatinine is at level 4, specific gravity is at 
level 5 and blood pressure is at level 2 or 3, the patient is classi-
fied in the high probability of having chronic kidney disease in 
early stages group. 

The final step of the study was to extract action rules that 
would allow the reclassification of patients from the group at high 
risk for chronic kidney disease to the group that are generally not 
prone to chronic kidney disease. Here, we also received over a 
hundred rules. Below there are some selected action rules ex-
tracted from the classification rules (again, underlined are those 
rules that were obtained in both models: the model containing all 
features and the models after feature selection): 

 [albumin=0] ∧ [hemoglobin=1] ∧ [serum creatinine=1] ∧ 
[hypertension=no] ∧ [packed cell volume=1] ∧ [diabetes 

mellitus, yes→no] ⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [albumin, 4→5] 

⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [albumin=0] ∧ 

[serum creatinine, 2→1] ⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [serum 

creatinine=1] ∧ [specific gravity, 2→1] ⟹ [class, ckd →  
notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [serum 
creatinine=1] ∧ [specific gravity, 3→4] ⟹ [class, ckd →  
notckd] 

 [hemoglobin=1] ∧ [diabetes mellitus=no] ∧ [serum 
creatinine=4] ∧ [rbcc, 0→2] ⟹ [class, ckd →  notckd] 

 [hemoglobin=1] ∧ [specific gravity=4] ∧ [serum creatinine=1] 
∧ [albumin=0] ∧ [packed cell volume, 0→2] ⟹ [class, ckd →  
notckd] 

 [hemoglobin=1] ∧ [specific gravity=4] ∧ [serum creatinine=1] 

∧ [albumin=0] ∧ [packed cell volume=1] ∧ [rbcc, 0→1] ⟹ 
[class, ckd →  notckd] 

 [hemoglobin=1] ∧ [specific gravity=5] ∧ [albumin, 2→4] ⟹ 
[class, ckd →  notckd] 

 [hemoglobin=1] ∧ [specific gravity=5] ∧ [serum creatinine=1] 
∧ [albumin, 1→0] ⟹ [class, ckd →  notckd] 

 [hypertension=no] ∧ [albumin, 3→5] ⟹ [class, ckd →  
notckd] 
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 [hypertension=no] ∧ [albumin, 4→5] ⟹ [class, ckd →  
notckd] 

 [hypertension=no] ∧ [albumin=0] ∧ [diabetes mellitus=no] ∧ 

[specific gravity, 2→1] ⟹ [class, ckd →  notckd] 

 [hypertension=no] ∧ [albumin=0] ∧ [diabetes mellitus=no] ∧ 

[specific gravity, 3→4] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [albumin=0] ∧ [hemoglobin=1] ∧ 

[diabetes mellitus, yes→no] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [albumin=0] ∧ [hemoglobin=2] ∧ 

[diabetes mellitus, yes→no] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ [albumin, 1→0] 

⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ [albumin,3→2] 

⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ [albumin,4→5] 

⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=4] ∧ 

[hypertension=no] ∧ [albumin=0] ∧ [pot=1]∧[bu =1]∧[sod, 
0→1] ⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 1→0] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 1→2] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 1→5] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 3→0] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 3→2] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 3→5] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 4→0] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 4→2] 
⟹ [class, ckd →  notckd] 

 [serum creatinine=1] ∧ [specific gravity=5] ∧ [albumin, 4→5] 
⟹ [class, ckd →  notckd]  
The action rules read as follows: e.g. the last action rule 

means that if serum creatinine is at level 1, specific gravity is at 
level 5, and albumin level is changed from 4 to 5, then we can 
reclassify the patient from the high probability of having chronic 
kidney disease in early stages group to the patients that are gen-
erally not prone to chronic kidney disease. 

4. DISCUSSION 

Chronic Kidney Disease means a chronic disease associated 
with kidney failure. Currently, kidney function is traditionally as-
sessed by blood and urine tests.  However, it is important to de-
velop a CKD system to recognize the early stages of CKD and its 
symptoms. In this way, preventive measures can be taken to 
manage the disease at an early stage and avoid its complications.  

Classification, one of the methods of data mining that involves 
finding a way to map data into a set of predefined classes, can be 
helpful here. Based on test results, we can assign a given patient 
to the appropriate disease class.  In our work, we made a classifi-
cation this for four models: containing all available patient data, 
containing features identified by doctors as major factors in chron-
ic kidney disease, and models containing features selected using 

Correlation Based Feature Selection and Chi-Square Test. 
Here we see that for each model, the highest accuracy was 

obtained for the Sequential Minimal Optimization and Multilayer 
Percepton algorithms. These results are also confirmed by the F1-
Score. 

For the model with all the attributes Sequential Minimal Opti-
mization and Multilayer Perceptron performs particularly well, with 
an accuracy of 99.75%, respectively 99.25% and an F1-Score of 
0.998, respectively 0.994. 

For the model of attributes with references in the literature, 
those recommended by clinicians Random Tree has the highest 
accuracy of 99.25% and F1-Score of 0.994, followed by Sequen-
tial Minimal Optimization – 98.75% and F1-Score of 0.989 and 
Multilayer Perceptron – 97.75% and F1-Score of 0.981. 

For the model with attributes reduced with Correlation Based 
Feature Selection CART and JRIP have the highest accuracy with 
a 96.75% and 0.973 F1-Score, respectively 96.5% and 0.971 F1-
Score, closely followed by Sequential Minimal Optimization – 
96.5% and Multilayer Perceptron 96.25%. 

For the model with attributes reduced with Chi-Square Test 
Multilayer Perceptron has the best results with an accuracy of 
99% and a F1-Score of 0.991, followed by Random Tree 98.75% 
accuracy and 0.989 F1-Score and Sequential Minimal Optimiza-
tion with 98.25% accuracy and 0.979 F1-Score. 

It is worth mentioning that other authors [43, 44] also worked 
on the same database. They often used other feature selection 
methods and other classification methods and also achieved high 
accuracy rates. 

Based on ours models, we also extracted dozens of decision 
rules and then action rules that that would allow the reclassifica-
tion of patients from the group at high risk for chronic kidney 
disease to the group that are generally not prone to chronic kidney 
disease. 

The overall objective of this analysis is to find methods to cor-
rectly predict the presents of chronic kidney disease in early stag-
es and to find optimal guidance and particular treatment for each 
patient based on the results. Our study was conducted using the 
results of a survey of 400 individuals. This may be an insufficient 
research sample. In order to use intelligent algorithms for optimal 
diagnosis, larger verified datasets are required. The feature selec-
tion made with Chi-Square Test performed very well with Multi-
layer Perceptron, Random Tree and SMO algorithms and this 
hybrid method can be improved by creating larger datasets with 
the attributes identified with feature selection. 

5. CONCLUSION 

Chronic kidney disease is a lifestyle disease that affects more 
and more people. This disease is special because it can be a 
consequence or complication of all other diseases of civilization, 
from obesity, diabetes, hypertension and cardiovascular diseases. 
Too rarely diagnosed, it occurs much more frequently than previ-
ously thought. Its course is very often hidden, therefore this chron-
ic kidney disease is a real challenge for the XXI century medicine.  

Therefore, a very important aspect is the proper and early di-
agnosis and the support of doctors in the process of diagnosis 
and treatment. Data mining, which is increasingly used in medi-
cine and its related fields, can be helpful here. Data mining allows 
for a different way of looking at the disease and the factors caus-
ing it. It is based on the research of doctors, but also looks for 
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completely different correlations. It can connect the features that 
are not obvious. Appropriate data analysis allows for building 
models that can support doctors in diagnosing a disease, support 
their decisions on treatment or rehabilitation of a patient. An im-
portant aspect of data mining are classification rules and action 
rules. Especially the latter can be an important guideline for doc-
tors. They can reassure the doctor in his diagnosis or indicate 
new, previously unseen ways to cure the patient. 
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Abstract: Heavy agricultural trailers can be equipped with a three-axle chassis with a tandem axle set at the rear and one mounted  
on a turntable at the front. In such trailers, selection of the distribution of braking forces that meet the requirements of the EU Directive 
2015/68, with regard to braking, largely depends on the type of tandem suspension used. The requirements for brake force distribution  
in agricultural trailers of categories R3 and R4 are described. On this basis, a methodology for calculating the optimal linear distribution  
of braking forces, characteristic of agricultural trailers with air braking systems, was developed. An analysis of the forces acting  
on a 24-tonne three-axle trailer during braking was performed for five different suspensions of the rear tandem axle. An optimization algo-
rithm using the quasi Monte Carlo method was described, on the basis of which a computer program for selection of the linear distribution 
of braking forces was developed. The calculations were made for an empty and loaded trailer with and without the weight  
of the tandem suspension. The most uniform distribution of braking forces was obtained for two leaf spring with dynamic equalization  
and air suspension, in which the ratio of the braking force of the tandem axle and the total braking force varied between 22.9% and 25.5% 
for the different calculation variants. A large variation in the braking force distribution was achieved for the two leaf spring suspension,  
in which the ratio of tandem axle braking force and the total braking force ranged from 2.7% to 6.4% for the leading axle and from 27.8%  
to 36.2% for the trailing axle. The presented calculation methodology can be used in the initial phase of the design of air braking systems 
for three-axle agricultural trailers. 

Key words: agriculture trailer, tandem axle, air braking system, braking force distribution, optimization  

1. INTRODUCTION 

Heavy agricultural trailers with laden weights of about 25 
tonnes can be designed as full three-axle trailers [26]. A full trailer 
is typically towed via a single-point drawbar that is also used to 
steer the front axle by rotating the front running gear [7]. At the 
rear of the trailer is mounted a tandem axle set comprising two 
axles spaced close to each other, usually from 1.2 m to 1.85 m [8, 
13]. Tandem axles are used to increase the load-carrying capacity 
of a vehicle and to distribute the load between both axles, inde-
pendent of the road surface roughness [18].  

Tandem axle suspension may be grouped according to the 
basic design [14, 18, 24]. In agricultural trailers, different types of 
tandem axles are used, that is, walking beam, bogie (with single 
inverted parabolic spring), two leaf spring, two leaf spring and 
rods, two leaf spring with dynamic equalization and air suspension 
[1, 3, 29, 30].   

In many types of tandem suspension for agricultural trailers, 
the axle load is transferred through the load leveller or equalizer 
beam used to balance the axle loads during normal operation with 
the brakes not applied [25]. Unfortunately, some mechanisms that 
are used to create good static load equalization have just the 
opposite effect on the dynamic load transfer [13]. When braking in 
vehicles with two leaf spring tandem suspension (two leaf spring 
and rods), the sum of the front spring seat force is less than the 
sum of the rear seat force, and the corresponding leading and 
trailing axle loads are no longer equal [25]. This resulting action is 

called the inter-axle load transfer [13, 25]. Transferring the load 
between the axles causes the front axle to lock before the rear 
axle is locked and has a negative effect on braking performance. 
For example, in a truck equipped with two-elliptic leaf suspension 
the dynamic load of the leading axle approaches zero for a decel-
eration of approximately 0.55 g [18]. The friction utilization dia-
gram indicates that the tandem rear axle is slightly braked while 
the front axle is greatly underbraked. If lockup occurs on the 
leading axle, then the directional stability is reduced. An additional 
improvement can be achieved by changing the tandem axle de-
sign to include push rods. Then, the wheels unlocked deceleration 
increases to 0.38 g from an original value of 0.25 g for an adhe-
sion coefficient of 0.6 [18]. The directional stability can be com-
pletely lost if lockup occurs on the trailing axle [13]. Another un-
wanted result of poor inter-axle load transfer is that the suspen-
sion can produce an under-damped mode. Occasionally, this can 
result in a ‘tandem hoop’, which can cause a partial degradation of 
the vehicle’s braking and handling performance [13]. The survey 
results [11] showed that the semi-trailer with the air suspension 
system can reduce the dynamic load coefficient from 14.8% to 
29.3%, in comparison with the semi-trailer using the leaf spring 
suspension system. 

Since 2016, EU agricultural vehicle legislation [6] has required 
agricultural trailers to achieve the same braking performance as 
commercial vehicle trailers (min. 50% braking efficiency for vehi-
cles operating above 30 km/h). In addition, for agricultural trailers 
with a total mass of more than 3,500 kg (categories R3 and R4) 
and moving at a speed of more than 40 km/h, a specific distribu-
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tion of braking forces between the axles of the vehicle is required. 
The braking efficiency has a direct influence on the vehicle brak-
ing distance and the vehicle’s travelling direction stability in any 
road condition [28]. The adoption of the new European legislation 
in the field of agricultural vehicles places a high demand on the 
manufacturers of agricultural trailers, tractors and machinery in 
terms of braking systems [9].  

The design process of a new brake system begins with the se-
lection of the brake force distribution [21]. Generally, for the cor-
rect design of a vehicular brake system, it is essential that the 
ideal brake force distribution among the individual axles be known 
for empty and loaded vehicles [19]. In the case of two-axle vehi-
cles, the relationships are simple and can be given in terms of 
either the vehicle deceleration or the rear axle brake force as a 
function of the front axle brake force [10]. Advanced optimization 
methods and strategies for selecting the distribution of braking 
forces are constantly being developed for passenger cars [10, 27, 
34] and trucks [28, 35].  

An analytical method of calculation of the brake force distribu-
tion in two-axle agricultural trailers was described in [16 and 20]. 
For a three-axle trailer, however, the analysis is more complex as 
the middle and rear axle loads are functions of the loading as well 
as the type and the geometry of the tandem axle suspension [18]. 
Therefore, even for three-axle vehicles with the simplest tandem 
suspensions, like walking beam and bogie [16] or two-elliptic leaf 
spring suspension [28], optimization methods are used to calcu-
late and select the braking force distribution.  

This paper is the result of a demand by agricultural machinery 
companies for new solutions for the calculation of the braking 
force distribution in three-axle trailers with different types of tan-
dem suspension, filling a gap in the research. The quasi Monte 
Carlo method was used to search for an optimal linear force dis-
tribution, which is mostly used in the air brake system of trailers.  

The rest of the paper is organized as follows: in section 2, the 
requirements of the braking force distribution of three-axle trailers 
are described; in section 3, the analysis of forces acting during 
braking on a three-axle trailer with different types of tandem sus-
pension is presented; in section 4, the quasi Monte Carlo method 
and the algorithm of linear brake force distribution are described. 
The results of the optimization calculation for the different tandem 
axles are analysed and discussed in section 5. Finally, the sum-
mary and conclusions are drawn in section 6. 

The results of the paper are expected to provide a reference 
for designing and evaluating the braking system of three-axle 
agricultural trailers and improving their braking performance. 

2. REQUIREMENTS FOR BRAKING PERFORMANCE  
AND BRAKE FORCE DISTRIBUTION  
FOR THREE-AXLE TRAILER  

When choosing the distribution of braking force between vehi-
cle axles, an ideal distribution should be sought. The ideal braking 
condition is achieved when each axle and each axle assembly 
has the same rate of utilized adhesion, which is equal to the brak-
ing rate z of the vehicle. For a three-axle trailer with tandem axle 
at the rear, this condition can be written as follows: 

𝑓1 = 𝑓2 = 𝑓2𝑖 = 𝑧           𝑧 =
𝑇1+∑ 𝑇2𝑖

𝑅1+∑ 𝑅2𝑖
          (1) 

where T1, and R1 are the braking force and normal reactions of the 

road surface on the wheels of the front axle, T2i and R2i are the 

braking forces and normal reactions of the road surface on the 

wheels of the rear tandem axle, and i is the axle number in the 

rear axle assembly.  

The adhesion utilization rates used by the front axle and rear 
axle assembly are calculated based on the following relationship: 

𝑓1 =
𝑇1

𝑅1
  𝑓2 =

∑ 𝑓2𝑖𝑅2𝑖

∑ 𝑅2𝑖
                         (2) 

With the braking distribution at the ideal level, the straight line 
stopping distance is minimized as a result of each axle reaching 
its maximum braking force capability [23], and the braking effi-
ciency requirements are met with reserve (Tab. 1).  

Tab. 1. The required service braking efficiency  

             for towed agricultural vehicles [6] 

Vehicle 

category 

Braking rate z [%] at p = 6.5 bar 

v≤30 km/h v>30 km/h 

Trailers R2, 

R3, R4 and 

towed ma-

chines S2 

≥35% ≥50% 

Due to trailer load variations, it is practically impossible to 
achieve an ideal brake distribution, even when using braking force 
regulators. Therefore, for agricultural vehicles with speed above 
40 km/h, the allowable limits for derogation of the adhesion utiliza-
tion rates for individual axles against the ideal distribution have 
been determined. In the considerations regarding the distribution 
of brake forces, each part of a tractor-trailer unit is treated as a 
single vehicle, without taking into account the force in the cou-
pling. From 2016, two solutions have been allowed, as shown in 
Fig. 1 [6].  

The first solution: the adhesion utilization rate for each axle 
assembly must meet the condition of ensuring the minimum re-
quired braking performance as: 

𝑓1,2 ≤
𝑧+0.07

0.85
    when     0.1 ≤ 𝑧 ≤ 0.61          (3) 

and the condition of previous locking of the front axle wheels to 
ensure directional stability as: 

𝑓1 > 𝑧 > 𝑓2     when  0.15 ≤ 𝑧 ≤ 0.30                          (4) 

The second solution: the adhesion utilization rates by the ax-
les should be within a given band, and then the limits of wheel 
locking are determined by the following relationships: 

𝑓1 ≥ 𝑧 − 0.08

𝑓1,2 ≤ 𝑧 + 0.08
   when   0.15 ≤ 𝑧 ≤ 0.30                             (5) 

In addition, the adhesion utilization curve for the rear axle as-
sembly should fulfill the condition: 

𝑓2 ≤
𝑧−0.02

0.74
    when   0.30 ≤ 𝑧 ≤ 0.61                        (6) 

For precise calculations, the divisor in the inequality (6) should 
be set as 0.7381. 
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Fig. 1. Limit values of adhesion utilization in accordance with the Commission Delegated Regulation (EU) 2015/68 [6]:  

           (a) – first solution, (b) – second solution

The wheel-lock sequence requirements are regarded as met  
if the adhesion utilized by the front axle is greater than that utilized 
by at least one of the rear axles at braking rates between 0.15  
and 0.30 [6]:  

𝑓1 > 𝑓2𝑖   for any 𝑖                           (7) 

3. BRAKING OF THREE-AXLE TRAILER 

For analysis of the brake force distribution, a rigid two-
dimensional trailer model is proposed. In this model a suspension 
system with a different type and geometry of tandem axle is used. 
The forces acting on a decelerating three-axle agricultural trailer 
with tandem suspension are illustrated in Fig. 2. For simplicity, it is 
assumed that aerodynamic and rolling resistances are omitted. 

 

Fig. 2. Forces acting on a three-axle trailer with tandem suspension  

            (ISO coordinate system [15]) 

The forces T1, T21 and T22 which induce braking deceleration 
are obtained from the axle brake force and are considered to be 
known functions of the brake line pressure [4, 6]. Using the nota-
tion from Fig. 2, the equations of force and moment equilibrium 
are given as:  

∑𝑋 = 𝑧 ∙ 𝐺 − 𝑇1 − 𝑇21 − 𝑇22 = 0                                       (8) 

∑𝑍 = 𝑅1 + 𝑅21 + 𝑅22 − 𝐺 = 0                                       (9) 

∑𝑀1 = 𝑅21𝐿1 + 𝑅22(𝐿1 + 𝐿2) − 𝐺 ∙ 𝑎 + 𝑧 ∙ 𝐺 ∙ ℎ = 0    (10) 

where T1, T21 and T22 are the brake forces, R1, R21 and R22 are the 
axle loads, L1 is the inter-axle spacing, L2 is the tandem axle 
spread, a is the distance from the centre of gravity to the front 
axle, h is the centre of gravity height, G is the trailer weight and z 
is the braking rate.  

To determine the vertical reactions, the system of Eqs. (8)– 
(10) should be supplemented with an additional relationship be-
tween reactions R21 and R22, which depends on the type and 
parameters of the tandem axle suspension.  

3.1.  Walking beam and bogie suspension 

The simplest form of tandem axle suspension is a walking 
beam [1] located on either side of the vehicle (Fig. 3a). The walk-
ing beams are pivotally mounted onto the hanger of the trailer 
frame at a location intermediate between the forward and rear 
axles. The tandem axles may be rigidly attached to the ends of 
the walking beam using, for example, a U-bolt. In the bogie sus-
pension, instead of walking beams, parabolic tapered springs are 
mounted upside down to the frame (Fig. 3b). The springs are 
anchored to the trailer frame by a cradle and U-bolts to allow for 
motion between the two axles [3]. 

The forces acting on the walking beam and bogie suspension 
are shown in Fig. 3. 

Both tandem suspensions can be described by the same set 
of force and moment equilibrium equations as:  

∑𝑋 = 𝑧 ∙ 𝐺2 − 𝑇21 − 𝑇22 + 𝑇2 = 0                       (11) 

∑𝑍 = 𝑅21 + 𝑅22 − 𝑅2 − 𝐺2 = 0                       (12) 

∑𝑀2 = 𝑅22𝑑2 − 𝑅21𝑑1 + 𝐺2𝑏2 − 𝑧 ∙ 𝐺2(ℎ𝑠 − ℎ2) +
(𝑇21 + 𝑇22)ℎ𝑠 = 0                                       (13) 

where T2 and R2 are the horizontal and vertical reaction forces in 
the single-point support between the suspension and trailer frame, 
d1 and d2 are the beam (parabolic spring) lengths, hs is the height 
of the support position, b2 is the distance of the centre of un-
sprung weight from a support, h2 is the height of the centre of 
unsprung weight and G2 is the unsprung weight. 
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Fig. 3. Forces acting on a (a) walking beam and (b) bogie suspension 

By solving the system of Eqs. (9), (10) and (13) together, tak-

ing into account from Eq. (8) that 𝑇21 + 𝑇22 = 𝑧 ∙ 𝐺 − 𝑇1, the 
dynamic axle loads during braking on a three-axle trailer are 
obtained as: 

𝑅1 = 𝐺 (1 −
𝑎

𝐿
+ 𝑧

ℎ

𝐿
) − 𝐺2 (

𝑏2

𝐿
− 𝑧

ℎ𝑠−ℎ2

𝐿
) − (𝑧 ∙ 𝐺 − 𝑇1)

ℎ𝑠

𝐿

                  (14) 

𝑅21 = 𝐺 (
𝑎

𝐿
− 𝑧

ℎ

𝐿
)

𝑑2

𝐿2
+

𝐿1+𝐿2

𝐿2
[𝐺2 (

𝑏2

𝐿
− 𝑧

ℎ𝑠−ℎ2

𝐿
) +

(𝑧 ∙ 𝐺 − 𝑇1)
ℎ𝑠

𝐿
]                   (15) 

𝑅22 = 𝐺 (
𝑎

𝐿
− 𝑧

ℎ

𝐿
)

𝑑1

𝐿2
−

𝐿1

𝐿2
[𝐺2 (

𝑏2

𝐿
− 𝑧

ℎ𝑠−ℎ2

𝐿
) +

(𝑧 ∙ 𝐺 − 𝑇1)
ℎ𝑠

𝐿
]           (16) 

where 𝐿2 = 𝑑1 + 𝑑2 is the tandem wheelbase and 𝐿 = 𝐿1 + 𝑑1 
is the trailer wheelbase.  

By omitting the unsprung weight G2, Eqs. (14)–(16) can be 
simplified and presented in a slightly different form [16]. 

3.2. Two leaf spring suspension 

In two leaf spring tandem suspension, the two types of springs 
most commonly available are the double eye leaf spring and the 
slipper spring. In agricultural trailers the second type is more 
popular [1, 3, 29]. Slipper springs have an eye formed at one end 
only, with the other end formed into a reverse curve. The front eye 
of the leading and trailing spring is pivotally attached directly to 
the front hanger and equalizer beam, respectively, with pin joints 

(Fig. 4). The rear end of the springs is captured in the equalizer 
beam or rear hanger.  

The forces acting on the two leaf spring suspension with two 
unsprung weights are shown in Fig. 4.  

 
Fig. 4. Forces acting on a two leaf spring suspension 

For the unsprung weight G21, the following force and moment 
equilibrium equations are applicable:  

∑𝑋 = 𝑧 ∙ 𝐺21 − 𝑇21 + 𝑇3 = 0          (17) 

∑𝑍 = 𝑅21 − 𝑅3−𝑅32 − 𝐺21 = 0          (18) 

∑𝑀3 = −𝑅32𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 = 0           (19) 

The equations of force and moment equilibrium for the un-
sprung weight of the G22 suspension are written as: 

∑𝑋 = 𝑧 ∙ 𝐺22−𝑇22 + 𝑇4 = 0          (20) 

∑𝑍 = 𝑅22 − 𝑅4−𝑅42 − 𝐺22 = 0          (21) 

∑𝑀4 = 𝑅42𝑐 − 𝑅22𝑐2 + 𝐺22𝑐2 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 = 0           (22) 

From Eqs. (19) and (22), the reactions acting on the ends  
of the equalizer beam are determined as: 

𝑅32 = (𝑅21 − 𝐺21)
𝑐1

𝑐
− 𝑧 ∙ 𝐺21

ℎ𝑠−ℎ2

𝑐
+ 𝑇21

ℎ𝑠

𝑐
                   (23) 

𝑅32 = [(𝑅21 − 𝐺21)𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) + 𝑇21ℎ𝑠]/𝑐 

𝑅42 = (𝑅22 − 𝐺22)
𝑐2

𝑐
+ 𝑧 ∙ 𝐺22

ℎ𝑠−ℎ2

𝑐
− 𝑇22

ℎ𝑠

𝑐
       (24) 

𝑅42 = [(𝑅22 − 𝐺22)𝑐2 + 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) − 𝑇22ℎ𝑠]/𝑐 

After substituting the expressions (23) and (24) into the equi-
librium equation of force moments acting on the equalizer beam: 

𝑅32𝑑1 = 𝑅42𝑑2                         (25) 

A new relationship is obtained which, together with Eqs. (9) 
and (10), creates a system of three equations enabling the deter-
mination of the dynamic axle loads during braking of the trailer: 

𝑅1 = 𝐺 −
𝐿2

𝑀𝑁
{𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑐1(𝑑1−𝑑2)+𝑐∙𝑑2

𝐿2
+ 𝐺21𝑑1[𝑐1 +

𝑧(ℎ𝑠 − ℎ2)] − 𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑠 − ℎ2)] − (𝑇21𝑑1 +

𝑇22𝑑2)ℎ𝑠}           (26) 
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𝑅21 =
𝐿1+𝐿2

𝑀𝑁
{𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑑2𝑐2

𝐿1+𝐿2
+ 𝐺21𝑑1[𝑐1 +

𝑧(ℎ𝑠 − ℎ2)] − 𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑠 − ℎ2)] − (𝑇21𝑑1 +

𝑇22𝑑2)ℎ𝑠}           (27) 

𝑅22 =
𝐿1

𝑀𝑁
{𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑐1𝑑1

𝐿1
− 𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑠 − ℎ2)] +

𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑠 − ℎ2)] + (𝑇21𝑑1 + 𝑇22𝑑2)ℎ𝑠}       (28) 

where 𝑀𝑁 = 𝑐2𝑑2𝐿1 + 𝑐1𝑑1(𝐿1 + 𝐿2)  

3.3. Two leaf–two rod suspension 

A different version of the tandem axle configuration uses two 
springs with slipper-type ends only. Vertical forces are transmitted 
into the trailer frame by the front and rear hanger brackets and 
pivoted equalizer beam [1, 3, 29]. Longitudinal forces are transmit-
ted by connecting the radius rods between the axles and front and 
centre hanger bracket, respectively (Fig. 5).  

 
Fig. 5. Forces acting on a two leaf‒two rod suspension 

The parameters α1 and α2 as well as hr1 and hr2 have a signifi-
cant impact on the suspension’s operation. This design uses a 
decreased radius rod angle α2 and a reduction in pivot height hr2 
at the rear axle to reduce inter-axle load transfer during braking 
[25]. 

The following force and moment equilibrium equations for un-
sprung weights G21 and G22 are applicable: 

∑𝑋 = 𝑧 ∙ 𝐺21 − 𝑇21 + 𝑇3 cos 𝛼1 = 0             (29) 

∑𝑍 = 𝑅21 + 𝑇3 sin 𝛼1 − 𝑅3−𝑅32 − 𝐺21 = 0              (30) 

∑𝑀3 = −𝑅32𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 − 𝑇3 cos 𝛼1 (ℎ𝑠 − ℎ𝑟1) + 𝑇3 sin 𝛼1 (𝑐1 − 𝑐𝑟1)       (31) 

∑𝑋 = 𝑧 ∙ 𝐺22 − 𝑇22 + 𝑇4 cos 𝛼2 = 0                      (32) 

∑𝑌 = 𝑅22 + 𝑇4 sin 𝛼2 − 𝑅4−𝑅42 − 𝐺22 = 0                     (33) 

∑𝑀4 = 𝑅42𝑐 − 𝑅22𝑐2 + 𝐺22𝑐2 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 − 𝑇4 cos 𝛼2 (ℎ𝑠 − ℎ𝑟2) − 𝑇4 sin 𝛼2 (𝑐2 + 𝑐𝑟2)       (34) 

From Eqs. (31) and (34), the reaction forces acting on the 
ends of the equalising beam are determined as: 

𝑅32 = (𝑅21 − 𝐺21)
𝑐1

𝑐
− 𝑧 ∙ 𝐺21

ℎ𝑟1−ℎ2

𝑐
+ 𝑇21

ℎ𝑟1

𝑐
+

(𝑇21 − 𝑧 ∙ 𝐺21) tan 𝛼1
𝑐1−𝑐𝑟1

𝑐
         (35) 

𝑅42 = (𝑅22 − 𝐺22)
𝑐2

𝑐
+ 𝑧 ∙ 𝐺22

ℎ𝑟2−ℎ2

𝑐
− 𝑇22

ℎ𝑟2

𝑐
+

(𝑇22 − 𝑧 ∙ 𝐺22) tan 𝛼2
𝑐2+𝑐𝑟2

𝑐
         (36) 

which are interrelated by the equation of moments of forces: 

𝑅32𝑑1 = 𝑅42𝑑2            (37) 

Solving Eqs. (9), (10) and (35)‒(37) together, the trailer axle 
loads are obtained as: 

𝑅1 = 𝐺 −
𝐿2

𝑀𝑁
{𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑐1(𝑑1−𝑑2)+𝑐∙𝑑2

𝐿2
+ 𝐺21𝑑1[𝑐1 +

𝑧(ℎ𝑟1 − ℎ2)] − 𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑟2 − ℎ2)] − (𝑇21𝑑1ℎ𝑟1 +

𝑇22𝑑2ℎ𝑟2) + 𝐸𝐷}          (38) 

𝑅21 =
𝐿1+𝐿2

𝑀𝑁
{𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑑2(𝑐−𝑐1)

𝐿1+𝐿2
+ 𝐺21𝑑1[𝑐1 +

𝑧(ℎ𝑟1 − ℎ2)] − 𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑟2 − ℎ2)] − (𝑇21𝑑1ℎ𝑟1 +

𝑇22𝑑2ℎ𝑟2) + 𝐸𝐷}          (39) 

𝑅22 =
𝐿1

𝑀𝑁
{𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑐1𝑑1

𝐿1
− 𝐺21𝑑1[𝑐1 + 𝑧(ℎ𝑟1 − ℎ2)] +

𝐺22𝑑2[𝑐2 − 𝑧(ℎ𝑟2 − ℎ2)] + (𝑇21𝑑1ℎ𝑟1 + 𝑇22𝑑2ℎ𝑟2) − 𝐸𝐷}

                      (40) 

where: 𝑀𝑁 = 𝑑2𝐿1𝑐2 + 𝑐1𝑑1(𝐿1 + 𝐿2)  

           𝐸𝐷 = (𝑇22 − 𝑧 ∙ 𝐺22) tan 𝛼2 𝑑2(𝑐2 + 𝑐𝑟2) −
                        (𝑇21 − 𝑧 ∙ 𝐺21) tan 𝛼1𝑑1 (𝑐1 − 𝑐𝑟1) 

Eqs. (38)‒(40) simplify significantly if α1 = α2 = 0, because 
then ED = 0. 

3.4. Two leaf spring with equalization 

A tandem two leaf spring suspension with equalization [18] 
has two slipper springs and mechanical braking load compensa-
tion (Fig. 6). The rear end of the front spring is connected to the 
rear end of the rear spring by a rocker arm pivotally connected to 
a centre hanger bracket. This rocker arm ensures that static (and 
impact) loads are equally distributed between the two axles. An-
other design solution for a non-reactive tandem suspension with a 
bell crank lever and rod linkage is described in [14]. The forces 
acting on the two leaf spring suspension with equalization are 
shown in Fig. 6. 

 
Fig. 6. Forces acting on two leaf spring suspension with equalization 



Zbigniew Kamiński                              DOI  10.2478/ama-2022-0023 
Calculation of the Optimal Braking Force Distribution in Three-Axle Trailers with Tandem Suspension 

194 

The equations of force and moment equilibrium for the un-
sprung weights G21 and G22 of suspension are written as: 

∑𝑋 = 𝑧 ∙ 𝐺21 − 𝑇21 + 𝑇3 = 0          (41) 

∑𝑍 = 𝑅21 − 𝑅3−𝑅43 − 𝐺21 = 0         (42) 

∑𝑀3 = −𝑅43𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 = 0           (43) 

∑𝑋 = 𝑧 ∙ 𝐺22−𝑇22 + 𝑇2 = 0          (44) 

∑𝑍 = 𝑅22 − 𝑅2−𝑅42 − 𝐺22 = 0          (45) 

∑𝑀4 = −𝑅42𝑐 + 𝑅22𝑐1 − 𝐺22𝑐1 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 = 0          (46) 

From Eqs. (43) and (47), the reaction forces acting on the 
ends of the equalizing beam are calculated as: 

𝑅43 = (𝑅21 − 𝐺21)
𝑐1

𝑐
− 𝑧 ∙ 𝐺21

ℎ𝑠−ℎ2

𝑐
+ 𝑇21

ℎ𝑠

𝑐
       (47) 

𝑅42 = (𝑅22 − 𝐺22)
𝑐1

𝑐
− 𝑧 ∙ 𝐺22

ℎ𝑠−ℎ2

𝑐
+ 𝑇22

ℎ𝑠

𝑐
      (48) 

which are related by the equilibrium of moments equation:  

𝑅43𝑑1 = 𝑅42𝑑2          (49) 

By solving the system of Eqs. (9), (10), (47)–(49), the dynamic 
axle loads are obtained during braking the trailer as: 

𝑅1 =
1

𝐿
[𝐺(𝐿 − 𝑎 + 𝑧 ∙ ℎ) − (𝐺21𝑑1 − 𝐺22𝑑2) (1 +

𝑧
ℎ𝑠−ℎ2

𝑐1
) + (𝑇21𝑑1 − 𝑇22𝑑2)

ℎ𝑠

𝑐1
]         (50) 

𝑅21 =
1

𝐿
[𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑑2

𝐿2
+ (𝐺21𝑑1 − 𝐺22𝑑2)

𝐿1+𝐿2

𝐿2
(1 +

𝑧
ℎ𝑠−ℎ2

𝑐1
) −

𝐿1+𝐿2

𝐿2
(𝑇21𝑑1 − 𝑇22𝑑2)

ℎ𝑠

𝑐1
]           (51) 

𝑅22 =
1

𝐿
[𝐺(𝑎 − 𝑧 ∙ ℎ)

𝑑1

𝐿2
− (𝐺21𝑑1 − 𝐺22𝑑2)

𝐿1

𝐿2
(1 +

𝑧
ℎ𝑠−ℎ2

𝑐1
) +

𝐿1

𝐿2
(𝑇21𝑑1 − 𝑇22𝑑2)

ℎ𝑠

𝑐1
]          (52) 

where 𝐿2 = 𝑑1 + 𝑑2 and 𝐿 = 𝐿1 + 𝑑1  

3.5. Air suspension 

In the air suspension the air springs are mounted onto the 
trailing arms via a cross-member and attached to the frame on the 
top (Fig. 7). The trailing arms mount pivotally to the hanger brack-
ets and axle housings. All the air bags are connected with one 
another through air pipes to balance the axle loads. The vertical 
forces are distributed across the hanger brackets and air bags. 
Longitudinal forces due to braking are applied to the trailer frame 
through the hanger brackets.  

The equilibrium equations of the forces and moments acting 
on the suspension with unsprung weights G21 and G22 are ex-
pressed as follows: 

∑𝑋 = 𝑧 ∙ 𝐺21−𝑇21 + 𝑇2−= 0          (53) 

∑𝑍 = 𝑅21−𝑅2−𝑅3 − 𝐺21 = 0         (54) 

∑𝑀3 = −𝑅3𝑐 + 𝑅21𝑐1 − 𝐺21𝑐1 − 𝑧 ∙ 𝐺21(ℎ𝑠 − ℎ2) +
𝑇21ℎ𝑠 = 0           (55) 

∑𝑋 = 𝑧 ∙ 𝐺22−𝑇22 + 𝑇4−= 0         (56) 

∑𝑍 = 𝑅22 − 𝑅4−𝑅5 − 𝐺22 = 0              (57) 

∑𝑀4 = −𝑅5𝑐 + 𝑅22𝑐1 − 𝐺22𝑐1 − 𝑧 ∙ 𝐺22(ℎ𝑠 − ℎ2) +
𝑇22ℎ𝑠 = 0           (58) 

 
Fig. 7. Forces acting on air tandem suspension 

Assuming that the pressure in the airbags is the same, the 

vertical reactions transmitted by the air springs are equal (𝑅3 =
𝑅5). Then from Eqs. (55) and (58), at (𝐺21 = 𝐺22), the relation-
ship between the tandem axle loads is obtained as: 

𝑅21𝑐1 + 𝑇21ℎ𝑠 = 𝑅22𝑐1 + 𝑇22ℎ𝑠         (59) 

Solving the system of Eqs. (9), (10) and (59), the trailer axle 
loads are obtained as: 

𝑅1 = 𝐺 (1 −
𝑎

𝐿
+ 𝑧

ℎ

𝐿
) +

𝐿2

2𝐿
(𝑇21 − 𝑇22)

ℎ𝑠

𝑐1
        (60) 

𝑅21 =
1

2
𝐺 (

𝑎

𝐿
− 𝑧

ℎ

𝐿
) −

𝐿1+𝐿2

2𝐿
(𝑇21 − 𝑇22)

ℎ𝑠

𝑐1
        (61) 

𝑅22 =
1

2
𝐺 (

𝑎

𝐿
− 𝑧

ℎ

𝐿
) +

𝐿1

2𝐿
(𝑇21 − 𝑇22)

ℎ𝑠

𝑐1
        (62) 

where 𝐿 = 𝐿1 + 𝐿2/2. 

4. METHOD OF SELECTION OF LINEAR BRAKE FORCE 
DISTRIBUTION  

In compressed air brake systems of agricultural vehicles,  
different types of load-dependent brake force regulators are used 
to achieve an approximation of an ideal brake force distribution. 
The automatic load sensing valves (LSV) currently mounted on 
heavy trailers have the task of adjusting the braking pressure on 
an axle (or possibly several axles) relative to the respective load 
status [32]. With properly designed braking forces, this prevents 
locking of the wheels when the vehicle is unladen or partially 
laden. In mechanically suspended trailers, the regulation is rela-
tive to the spring deflection. In air-suspended axles, the braking 
pressure of the pneumatic brake cylinders is dependent on the 
control pressure of the air springs. 

As the pressure distribution characteristic of the load sensing 
valve is all substantially a straight line, the distribution of braking 
forces between the front and rear axles can also be considered as 
linear (radial).  
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A direction coefficient of the brake force distribution line pass-
ing through the origin of coordinate system T2T=f(T1) is calculated 
as the braking force ratio: 

𝑖𝑃 =
𝑇21+𝑇22

𝑇1
=

𝑇2𝑇

𝑇1
          (63) 

where T2T is the total braking force of the tandem axles. 
Similarly, a linear distribution of braking forces, variable or 

fixed (in the absence of a regulator of braking forces), can be 
applied to the tandem axle unit as:  

𝑖𝑆 =
𝑇22

𝑇21
            (64) 

Using the relations (8), (63) and (64), the braking forces can 
be described by a parametric equation with the braking rate z as a 
variable: 

𝑇1 = 𝑧 ∙ 𝐺
1

1+𝑖𝑃
   𝑇2𝑇 = 𝑧 ∙ 𝐺

𝑖𝑃

1+𝑖𝑃
  𝑇21 = 𝑇2𝑇

1

1+𝑖𝑆
   

𝑇22 = 𝑇2𝑇
𝑖𝑆

1+𝑖𝑆
              (65) 

The values of the iP and iS ratios can theoretically change in a 
very wide range from zero to infinity; extreme values are achieved 
if the braking force of one of the axles is equal to zero. Therefore, 
the braking force distribution coefficients were used to represent 
the participation of each axle’s braking force (braking force distri-
bution proportion), and defined as the ratio of the braking force of 
the individual axle to the total braking force of the trailer. Namely: 

𝛽1 =
𝑇1

𝑧∙𝐺
    𝛽2 =

𝑇2𝑇

𝑧∙𝐺
   𝛽21 =

𝑇21

𝑧∙𝐺
  𝛽22 =

𝑇22

𝑧∙𝐺
        (66) 

The values of these coefficients can theoretically change from 
0 to 1, and in addition, the following relations are fulfilled:  

𝛽1 + 𝛽2 = 1   𝛽21 + 𝛽22 = 𝛽2            (67) 

Using relations (66) and (67), the braking force of a single axle 
and tandem axle unit can be calculated as: 

𝑇1 = 𝛽1𝑧 ∙ 𝐺   𝑇2𝑇 = (1 − 𝛽1)𝑧 ∙ 𝐺      𝑇21 = 𝛽21𝑧 ∙ 𝐺         
𝑇22 = (1 − 𝛽1 − 𝛽21)𝑧 ∙ 𝐺              (68) 

In order to find the optimal solutions for the linear braking 
force distribution, the Monte Carlo method [5, 17, 22] was used to 
search for an acceptable range of variability of the β1 and β21 
coefficients. An example block diagram of the algorithm for opti-
mal selection of the braking force distribution coefficients is shown 
in Fig. 8.  

The optimum values of the braking force distribution coeffi-
cients are determined in the process of minimizing the objective 
function consisting of the residual sum of squares: 

𝑂𝐹 =
𝑤1(𝑓1−𝑓2)2+𝑤2(𝑓21−𝑓22)2

𝑤1+𝑤2
                       (69) 

where wi are the weighting factors.  
The objective function formulated in this way prefers solutions 

with the smallest differences between the values of adhesion fi  
utilized by individual axles. Since to meet the requirements (3)–
(6), it is more important to reduce the difference between adhe-
sion values f1 of the front axle and f2 of the rear axle assembly 
than to reduce the difference between values of adhesion f21 and 
f22 utilized by the rear axles, therefore w1>w2 should be taken in 
the OF criterion. 

Before calculating the objective function, the inequality con-
straints (3), (4) for the first solution or (5), (6) for the second solu-
tion are checked: 

𝑓1
𝑢𝑝

≥ 𝑓1 =
𝑇1

𝑅1
≥ 𝑓1

𝑑𝑜𝑤𝑛       𝑓2 =
𝑇21+𝑇22

𝑅21+𝑅22
≤ 𝑓2

𝑢𝑝
      (70) 

 

 

 
Fig. 8. Block diagram of an algorithm for the optimization of brake forces  
           of a three-axle trailer using the Monte Carlo method (OFs ‒ initial  
           value of the objective function, Nd ‒ number of draws,  
           Ngood – number of good solutions, meeting inequality constraints,  
           Nbetter ‒ number of better solutions, reducing the value  
           of the objective function) 

In order to simplify the notation of borderline equations, they 
have been presented as the product of the algebraic and logical 
expressions. For the first solution: 

𝑓1
𝑑𝑜𝑤𝑛 = 𝑧 ∙ (0.15 ≤ 𝑧 ≤ 0.30)         (71) 

𝑓1
𝑢𝑝

= 𝑓2
𝑢𝑝

= (𝑧 + 0.07)/0.85 ∙ (0.10 ≤ 𝑧 ≤ 0.61)       (72) 

For the second solution:  

𝑓1
𝑑𝑜𝑤𝑛 = (𝑧 − 0.08) ∙ (0.15 ≤ 𝑧 ≤ 0.30)        (73) 

𝑓1
𝑢𝑝

= (𝑧 + 0.08) ∙ (0.15 ≤ 𝑧 ≤ 0.30)        (74) 
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𝑓2
𝑢𝑝

= (𝑧 + 0.08) ∙ (0.15 ≤ 𝑧 ≤ 0.30) + (
𝑧−0.3

0.7381
+ 0.36) ∙

(0.3 < 𝑧 ≤ 0.61)          (75) 

Then condition (7) for multi-axle vehicles is checked: 

𝑓1 > 𝑓21     or   𝑓1 > 𝑓22   for  𝑧 = 0.15 ÷ 0.30       (76) 

In addition, an extra condition is adopted for the adhesion uti-
lized rates of the rear axle: 

𝑓2𝑖 ≤ 𝑓2
𝑢𝑝

   for  𝑧 ≤ 0.61          (77) 

which in fact limits excessive increase of the coefficient f22 for 
z≤0.61. 

5. RESULTS OF OPTIMIZATION CALCULATIONS 

Based on the algorithm described above, a computer program 
was developed in the MATLAB environment [31] to calculate the 
optimal distribution of braking forces for three-axle trailers with 
tandem rear axle suspension. The MATLAB algorithm of the 
Hammersley sequence [12] from Burkardt [2] was used to gener-
ate quasi-random numbers N22 and N1 (Fig. 8). The Hammersley 

Point Set in two dimensions is one of the simplest low discrepancy 
sequences and has been used in numerical and graphics applica-
tions, with a significant improvement in terms of error [33]. 

The technical data of the laden and unladen trailer as well as 
the data of tandem suspensions adopted for optimization calcula-
tions are presented in Tab. 2. To ensure comparability of the 
calculation results, the same mass m2 = 1,700 kg was used for all 
types of suspension and some geometrical parameters of sus-
pensions obtained based on the literature data [1, 3] were unified. 
Changes in some suspension dimensions for laden and unladen 
weight were also omitted.  

The results of calculation of the braking force distribution for 
the laden and unladen trailer are presented in Tabs. 3 and 4. The 
number of draws was set as Nd = 40,000. The objective functions 
(69) were calculated in the range of 0.1 ≤ z ≤ 0.66 with a step size 
of 0.01 for the following values of weighting factors w1 = 0.6 and 
w2 = 0.4.  

For most types of tandem suspension, the same values of the 
optimal braking force distribution ratios were obtained (Tab. 3), 
applying both solutions described in section 2. The values after 
the dash are obtained taking into account the weight of the tan-
dem suspension. 

Tab. 2. Trailer and tandem suspension technical data [1, 3] 

Trailer Tandem suspension 

Unladen Laden 
Bogie 

(3.1) 

Two leaf spring 

(3.2) 

Two leaf two rod 

(3.3) 

Two leaf equal. 

(3.4) 

Air susp. 

(3.5) 

m = 7,700 kg m = 24,000 kg d1 = 0.705 m c1 = 0.454 m c1 = 0.497 m c1 = 0.454 m c1 = 0.5 m 

L1 = 4.35 m L1 = 4.35 m d2 = 0.645 m c = 0.93 m c = 0.97 m c = 0.93 m c = 0.88 m 

L2 = 1.35 m L2 = 1.35 m hs = 0.567 m hs = 0.717 m hr1 = hr1 = 0.467 m hs = 0.717 m hs = 0.717 m 

a = 3.11 m a = 3.04 m h2 = 0.547 m h2 = 0.567 m h2 = 0.567 m h2 = 0.567 m h2 = 0.567 m 

h = 1.19 m h = 1.57 m b2 = 0.03 m d1 = d2 = 0.21 m d1 = d2 = 0.19 m d1 = d2 = 0.675 m  

    α1= α2=15º   

Tab. 3. The results of the optimization of brake force distribution in a three-axle trailer for suspension described in sections 3.1 and 3.3‒3.5  
             (L ‒ laden, U ‒ unladen, Lw, Uw – laden and unladen with weight of suspension) 

Suspension OF β1 β21 β22 iP iS 

Bogie (3.1) 
U-Uw 

L-Lw 

0.2051–0.2049 

0.2638–0.2631 

0.4755–0.4758 

0.5359–0.5298 

0.3563–0.3608 

0.3167–0.3264 

0.1682–0.1634 

0.1473–0.1438 

1.1031–1.1018 

0.8659–0.8876 

0.4722–0.4530 

0.4651–0.4406 

2 leaf 2 rod (3.3) 
U-Uw 

L-Lw 

0.2831–0.3681 

0.3708–0.3989 

0.5311–0.5364 

0.5888–0.5849 

0.1316–0.1162 

0.1141–0.1085 

0.3373–0.3475 

0.2971–0.3067 

0.8827–0.8645 

0.6982–0.7098 

2.5632–2.9910 

2.6041–2.8276 

2 leaf equal. (3.4) 
U-Uw 

L-Lw 

0.0585–0.0707 

0.1016–0.1082 

0.4881–0.4983 

0.5413–0.5413 

0.2553–0.2548 

0.2296–0.2296 

0.2565–0.2469 

0.2291–0.2291 

1.0486–1.0068 

0.8473–0.8473 

1.0046–0.9692 

0.9981–0.9981 

air susp. (3.5) 
U-Uw 

L-Lw 

0.0585–0,0585 

0.1016–0.1016 

0.4881–0,4881 

0.5413–0.5413 

0.2553–0.2553 

0.2296–0.2296 

0.2565–0.2565 

0.2291–0.2291 

1.0486–1.0486 

0.8473–0.8473 

1.0046–1.0046 

0.9981–0.9981 

Tab. 4. The results of the optimization of brake force distribution in a three-axle trailer for two leaf spring suspension described in section 3.2  
             (L-laden, U-unladen, Lw, Uw – laden and unladen with weight of suspension) 

Solution OF β1 β21 β22 iP iS 

I 
U-Uw 

L-Lw 

1.3757–1.0286 

1.4814–1.3513 

0.6269–0.5973 

0.6734–0.6542 

0.0573–0.0641 

0.0484–0.0452 

0.3158–0.3386 

0.2782–0.3006 

0.5952–0.6743 

0.4850–0.5285 

5.5072–5.2780 

5.7452–6.6487 

II 
U-Uw 

L-Lw 

1.5155–1.0286 

1.7692–1.4772 

0.6009–0.5973 

0.6426–0.6417 

0.0371–0.0641 

0.0267–0.0363 

0.3620–0.3386 

0.3308–0.3220 

0.6641–0.6743 

0.5563–0.5583 

9.7537–5.2780 

12.401–8.8715 
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Slightly different values of the optimal coefficients of the brak-
ing force distribution for the first and second solutions were ob-
tained for the two leaf spring suspension (section 3.2) and there-
fore they are presented separately in Tab. 4.  

Based on the calculation results of the β1, β21, β21, iP and iS ra-
tios presented in Tabs. 3 and 4, it can be seen that the distribution 
of the braking forces in a three-axle trailer significantly depends 
on the trailer loading and tandem suspension used in it. 

The air suspension (section 3.5) and two leaf spring suspen-
sion with equalization (section 3.4) can be considered as the best 
in terms of the optimization criterion used (lowest OF value). 

The trailer with these suspensions has a uniform distribution 
of braking forces, close to the ideal one, at which the value of 
coefficient β1 is about 50%, the values of coefficients β21 and β22 
are about 25%, and values of the iP and iS coefficients are about 
1. Greater values of the objective function OF were obtained for 
the bogie suspension (section 3.1) and even greater for the two 
leaf‒two rod suspension (section 3.3). Nevertheless, for all these 
suspensions, the same values of calculated parameters of the 
braking force distribution were obtained, regardless of the applied 

solution. However, this does not apply to the suspension (3.2), 
which, due to the calculated values of the objective function, 
differs significantly from the others. 

The results of calculating the brake force distribution coeffi-
cients for two leaf spring suspension indicate a large variation in 
the distribution of the braking forces of tandem axles, where the 
β21 coefficient of the leading axle is only about 2.7‒6.4%. This 
may cause wheel lock on this axle according to the literature [13, 
18]. An example of the course of the adhesion utilization rates fi(z) 
through the axles for an optimal distribution of brake forces for an 
unladen and a laden trailer with two leaf spring tandem suspen-
sion is shown in Fig. 9a and c. The adhesion utilization curve f21 of 
the leading tandem axle tends to infinity for z > 0.7 in the case of 
the unladen trailer (Fig. 9a) and for z > 0.65 in the case of the 
laden trailer (Fig. 9c) due to wheel separation from the road sur-
face (R21 = 0). Meanwhile, for a trailer with air suspension of 
tandem axles, the adhesion utilization curves f21, f22 and f2 almost 
match for both the unladen (Fig. 9b) and laden trailers (Fig. 9d), 
which means that the coefficients of the adhesion utilization of 
both tandem axles are the same. 

 
Fig. 9. The runs fi(z) for an optimal distribution of brake forces in a three- axle trailer (disregarding the weight of the tandem suspension): (a) – an unladen  
            trailer with two leaf spring tandem suspension (I solution), β21 = 5.7%, β22 = 31.6%; (c) – a laden trailer with two spring tandem suspension  
            (II solution), β21 = 2.7%, β22 = 33.1%; (b) – an unladen trailer with air tandem suspension,  β21 = 22.5%, β22 = 25.6%; (d) – a laden trailer  
            with air tandem suspension (II solution), β21 = 23%, β22 = 22.9% 

Comparing the calculation results obtained without and with 
the weight of the tandem suspension, it can be concluded that, in 
the case of suspensions 3.1, 3.4 and 3.5, the influence of this 
weight on the distribution of braking forces is negligible. The 
differences in the values of the braking force distribution coeffi-
cients do not exceed 1%. However, in the case of suspension 3.3, 
the differences in the calculated values of the is coefficient 
amount to approximately 16.7%, and in the case of suspension 
3.2, even up to 46%. 

6. SUMMARY AND CONCLUSIONS 

The described method of optimizing the selection of the linear 
distribution of the braking forces of heavy three-axle agricultural 
trailers with various types of rear tandem axles can be used in the 
design of air braking systems, in which braking force correctors 
with radial characteristics were applied. The calculations of the 
braking force distribution took into account the requirements of the 
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EU Directive 2015/68 [6] in terms of braking performance and 
stability. 

Optimization calculations made with the Monte Carlo method 
for a three-axle trailer with a load capacity of about 16 tonnes 
showed that the distribution of the braking forces significantly 
depends on the type of tandem suspension of the rear axles. The 
lowest values of the minimized objective function were achieved 
with the use of tandem axles with air suspension and two leaf 
spring suspension with equalization. For these two tandem sus-
pensions, the adhesion utilization rates for individual axles are 
closest to the straight line illustrating the ideal distribution of brak-
ing forces, in which the adhesion utilized by each axle is the same 
and equal to the braking rate. The values for the β2i ratios of the 
individual tandem axle and the total braking force of trailer are 
equalised and range from approximately 22.9% to 25.5% for the 
various calculation variants (I and II solution, laden and unladen 
trailer, without and with unsprung weight). The highest values of 
the objective function were obtained for the two leaf spring tan-
dem suspension. For this suspension, the β21 ratio of the leading 
axle ranges from 2.7% to 6.4% and the β22 ratio of the trailing 
axle from 27.8% to 36.2%. Moreover, the calculations showed that 
the load transfer between the axles of this tandem suspension can 
lead to premature blocking of the leading axle wheels at braking 
ratios above 0.65. The results of the calculations are qualitatively 
consistent with the findings presented in [13, 18]. 

From the optimization calculation results obtained without and 
with the weight of the tandem suspension, it can be concluded 
that in the case of suspensions 3.1, 3.4 and 3.5, the influence of 
this weight on the distribution of braking forces is negligible. 
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NOMENCLATURE 
i – tandem axle index (i=1, leading axle; i=2 , trailing axle)  
a – distance from the centre of gravity to front axle [m] 
b2 – distance of centre of unsprung weight from a support [m] 
c – leaf spring length [m] 
c1 , c2 – leaf spring arm length [m] 
cri – i-th distance from rod pivot to centre of axle [m] 
d1 , d2 – beam (parabolic spring) length, equalizer beam length [m] 
f1, f2 – adhesion utilization rate of front and rear axle assembly 
G – trailer weight [N] 
G2 – unsprung weight of beam (parabolic spring) [N]  
G2i –unsprung weight of i-th tandem axle [N]  
h – centre of gravity height [m] 
hs – height of support position [m] 
h2 – height of centre of unsprung weight [m] 
hri – i-th rod pivot height [m]  
iP – braking force ratio  
iS – tandem braking force ratio  
L1 – inter-axle spacing [m] 
L2 – tandem axle spread [m] 
R1 ‒ front axle load [N]  
R2i – i-th tandem axle load [N] 
T1  ‒ front axle braking force [N] 
T2i – i-th braking force of tandem axle [N] 
z – braking rate of trailer [-]  
αi – i-th rod angle [º]  
β1 – ratio of front axle to total braking force 
β2 – ratio of tandem axle to total braking force 
β2i – ratio of i-th tandem axle to total braking force 
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Abstract: The mathematical model of heat generation and dissipation during thermal energy transmission employing nanoparticles  
in a Newtonian medium is investigated. Dimensionless boundary layer equations with correlations for titanium dioxide, copper oxide,  
and aluminium oxide are solved by the finite element method. Parameters are varied to analyze their impact on the flow fields. Various 
numerical experiments are performed consecutively to explore the phenomenon of thermal performance of the combination fluid.  
A remarkable enhancement in thermal performance is noticed when solid structures are dispersed in the working fluid. The Biot number 
determines the convective nature of the boundary. When the Biot number is increased, the fluid temperature decreases significantly. 
Among copper oxide, aluminium oxide, and titanium oxide nanoparticles, copper oxide nanoparticles are found to be the most effective 
thermal enhancers. 

Key words: magnetohydrodynamic flow, porous medium, nanofluids, heat transfer, thermal performance,  
                    convective boundary conditions, FEM 

1. INTRODUCTION 

Fluid flows in porous media have a variety of uses in everyday 
life, including oil movement in the soil, and fluid seepage through 
sands and rocks, among others. Numerous research on the im-
pact of fluid flow and heat transport has been done in light of this 
fact. For example, [1] examined the function of porous media and 
nanoparticles in heat and mass transmission during homogene-
ous and heterogeneous chemical reactions. The effect of a mag-
netic field on the transport of heat energy in a Maxwellian fluid 
along the channel field, under the influence of the porous medium, 
was discussed in [2]. For example, in [3], the pore diameters of 
heterogeneous porous media were optimized during random 
convection inside a two-sided lid-driven cavity. Numerical solu-
tions for improving heat conduction of water–iron oxide nanofluids 
in the presence of a porous medium were discovered in [4]. The 
effect of porous media on MHD natural convection in a cone 
containing cadmium telluride nanofluid was investigated in [5]. [6] 
investigated the effects of nano-sized particles on heat energy 
transport during convective heat transfer in magnetohydrodynamic 
(MHD) flow in the presence of sinusoidal resistive force generated 
by porous media. Refer [7] reported the numerical solution of 
MHD nanofluid flow in porous media, including the effects of 
velocity slip and non-linear thermal radiation using the finite ele-
ment technique (FEM). 

An electrically conducting fluid subjected to a magnetic field 
behaves substantially differently from an electrically conducting 

nanofluid due to the Lorentz force's influence on fluid movement 
and heat energy transmission. MHD flow occurs when a fluid is 
exposed to a magnetic field, as has been extensively addressed. 
[8] examined the heat transport in a fluid filled chamber under the 
influence of an external magnetic field, for example. The trans-
mission of energy during MHD fluid flow around a cylinder was 
investigated in [9. The effects of magnetic fields on the transmis-
sion of momentum and heat energy in a radiative fluid containing 
nanoparticles were discussed in [10]. In [11], we performed a 
computational simulation to look at the increase in heat transmis-
sion in MHD flow over a moving surface. [12] investigated the 
effects of magnetic field and nanoparticles on current and ion slip 
in three-dimensional flow. [13] used numerical simulation to model 
two-phase MHD non-Newtonian flow between nanoparticle-filled 
plates. In [14], the numerical solution for an unstable MHD max-
well nanofluid flow over a stretching sheet in the presence of 
thermo-diffusion and radiation was obtained using the FEM. The 
MHD free convection of a nanofluid flowing across a vertical cone 
was studied using finite element analysis in [15]. 

Many academics working in the field of thermal system design 
are constantly coming up with new ways to create more efficient 
thermal systems. The most frequent method involves the disper-
sion of metallic nanoparticles in a base liquid, and several aspects 
of this process have already been discussed. Diffusion of nano-
sized particles in the base liquid has improved thermal perfor-
mance and generated a more efficient working fluid than the base 
fluid, both experimentally and conceptually. Nanofluids are these 
forms of fluids. The invention of nanofluids has inspired research-
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ers, and various papers have been published. For example, in 
[16], the authors discussed an increase in the transport of heat 
energy in an electrically conducting fluid exposed to a magnetic 
field. They used the lattice Boltzmann method to analyze the 
underlying physics. The impact of nano-sized alumina particle 
dispersion on heat energy and momentum transfer in MHD fluid 
was investigated in [17], which discussed an increase in the wall 
heat flux due to a rise in thermal conductivity. In [18], we looked at 
Walter B rheology and applied mathematical models to improve 
mixed convective heat and mass transmission. They used numer-
ical simulations to look into different physical aspects. The influ-
ence of metallic nano-sized particles on the efficacy of thermal 
conduction of the working fluid was studied theoretically in [19]. 
[20] investigated the transport mechanism in the three-
dimensional flow of an MHD fluid incorporating nano-sized parti-
cles and found a considerable improvement in the working fluid's 
thermal performance. The influence of nano-sized solid objects on 
the thermal effectiveness of a working fluid was explored using 
natural convection in a hollow [21] with an elliptical heater. The 
best analytic approach utilized in [22] is to determine a nano-
material's thermal performance. They also discovered the effect of 
heat dissipation on temperature distribution in nanomaterials and 
an increase in working fluid efficiency due to the inclusion of 
metallic nanostructures. The effects of porous media and thermal 
radiation on the transmission of energy and momentum in a liquid 
containing solid nanoparticles were investigated in [23]. A mathe-
matical model for homogeneous–heterogeneous chemical reac-
tions during mass transport of MHD Eyring–Powell fluid on a 
spinning disc was developed by an author [24]. [25] looked stud-
ied the effects of porous media and non-linear thermal radiation 
on the thermal properties of a fluid subjected to nanostructure 
dispersion in mass transport, taking chemical processes into 
account. [26] employed mathematical models to investigate the 
effect of nanoparticle hybridity on the effectiveness of thermal 
conductivity of fluid across a moving surface when heat dissipa-
tion is significant. [27] investigated the effect of metallic nanoparti-
cle hybridity on the thermal performance of a working fluid sub-
jected to an external magnetic field using mathematical modeling. 
[28] investigated the flow across a revolving disc with an external 
magnetic field and thermal radiations. Readers are encouraged to 
look up prior works [29-32] and their references for further infor-
mation on nanofluids and their applications. The effects of an 
induced magnetic field and changes in thermal conductivity on the 
flow of a second-grade fluid in the presence of a porous medium 
have also been studied [34-35]. 

This research aims to investigate the thermal properties of a 
nanofluid under convective boundary circumstances (BCs). This 
project is divided into five pieces. In Section 2, mathematical 
modeling is explained. Section 3 discusses the solution technique. 
Section 4 presents and discusses the outcomes. Finally, the 
paper is concluded with a short conclusion. 

2. PHYSICAL SETUP AND DESCRIPTION 

Let us consider the dispersion of three types of nanometallic 
structures, i.e., CuO, Al2O3 and TiO2, in water, in order to inves-
tigate the increase in its thermal conductivity. Nano-water is sub-
jected to an applied magnetic field. The nano-water mixture over a 
hot vertical surface experiences convection. This nano-water 
mixture is also assumed to be a heat-generating mixture. The 

buoyant force is significant under the Boussinesq calculation. The 
fluid flows through a porous medium and hence experiences a 
resistive force. The simplified partial differential equations PDE 
are as follows [33]: 
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Fig. 1. Schematics  - The physical arrangement and system  
            of coordinates are shown herein 

The required BCs are: 

𝑢(𝑥, 0) = 𝑎𝑥, 𝑣(𝑥, 0) = 0, −𝛾𝑘𝑓
𝜕𝑇
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(𝑥, 0) = ℎ𝑓 (𝑇𝑓 − 𝑇(𝑥, 0))

𝑢(𝑥, ∞) = 0, 𝑇𝑓(𝑥, ∞) = 𝑇∞.                                                       
  (4) 

where [𝑢, 𝑣, 0] represents the velocity, 𝑔 represents the gravita-

tional acceleration, 𝜌 is the density, 𝜇 represents the kinematic 
viscosity, σ stands for the electrical conductivity, 𝑐𝑝 represents 

the specific heat constant, 𝑘 represents the thermal 
ty, 𝑛𝑓 represents the nanofluid, 𝛽𝑛𝑓 is the thermal expansion 

coefficient and γ is the thermal slip effect. 
The correlations of the nanoparticles are as follows: 
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The following new variables convert Eqs. (1)–(5) into dimen-
sionless forms: 

𝑢𝑎𝑥𝑓′(𝜂), 𝑣 − √𝑎𝑣𝑓 , 𝜓(𝑎𝑣𝑓)
1

2𝑥𝑓(𝜂),  

𝜂 (
𝑎

𝜈𝑓
)

1

2
𝑦, 𝜃(𝜂)

𝑇−𝑇

𝑇𝑤−𝑇
,                                                           (6) 



Muhammad B. Hafeez,  Marek Krawczuk, Hasan Shahzad                          DOI  10.2478/ama-2022-0024 
An Overview of Heat Transfer Enhancement Based Upon Nanoparticles Influenced by Induced Magnetic Field with Slip Condition via Finite Element Strategy 

202 

And, hence, one can get: 
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𝑘𝑓𝑀𝐸𝑐𝑃𝑟

𝑘𝑛𝑓
′2 .   (8) 

The dimensioless BCs are: 

𝑓(0) = 0, 𝑓′(0) = 1, 𝜃′(0) =
𝐵𝑖

𝛾
[1 − 𝜃(0)],

 𝜃(∞) = 0, 𝑓′(∞) = 0.
}         (9) 

The derivatives involved in Eq. (9) are with respect to the vari-

able 𝜂. 𝑀 is the magnetic parameter, Hartmann number is 𝐻𝑎, 

Grashof number is 𝐺𝑟, 𝛽∗ is the heat generation parameter, 𝐾 is 
porous medium parameter, Prandtl number is denoted by 𝑃𝑟, 𝐸𝑐 

is the Eckert number and 𝐵𝑖 is the Biot number. These are stated 
as follows: 

𝐺𝑟
𝛽𝑓𝑔(𝑇𝑓−𝑇)

𝑈0𝑎
, 𝑃𝑟 

𝑣𝑓

𝛼𝑓
, 𝑀

𝜎𝑓𝐵0
2

𝜌𝑓𝑎
,  

𝐾
𝜈𝑓

𝑎𝑘1
, 𝛽∗

𝑄

𝑎(𝜌𝑐𝑝)
𝑛𝑎𝑓

, 𝐸𝑐
𝑈0

2

𝐶𝑝𝑓𝑇0
, 𝐵𝑖

ℎ𝑓

𝑘𝑓
                              (10) 

ϕ1, ϕ2, ϕ3 and ϕ4 are given by  

𝜙1(1 − 𝜙)2.5 (1 − 𝜙𝜙
𝜌𝑠

𝜌𝑓
) , 𝜙2 (1

3(𝑟−1)𝜙

(𝑟2)−(𝑟−1)𝜙
),  

𝜙3 (1 − 𝜙𝜙
(𝜌𝑐𝑝)

𝑠

(𝜌𝑐𝑝)
𝑓

) , 𝜙4(1 − 𝜙)2.5 (1 − 𝜙𝜙
(𝜌𝑐𝑝)

𝑠

(𝜌𝑐𝑝)
𝑓

).  

The divergent velocity is 

𝐶𝑓 =
𝜏𝑥𝑦|𝑦=0

𝜌𝑓𝑈0
2 =

1

𝑅𝑒𝑥

1
2(1−𝜑)2.5

𝑓′′(0).  

The Nusselt number is 

𝑁𝑢 =
𝑥𝑞𝑤

𝑘𝑓(𝑇𝑓−𝑇∞)
=

𝑅𝑒𝑥

1
2𝑘𝑟𝑓

𝑘𝑓
𝜃′(0).   

The Reynolds number is Rex 
ax2

νf
. 

3. NUMERICAL APPROACH 

3.1. Numerical procedure 

The modelling for the exchange of heat and mass through di-
mensionless rules are done using the FEM. This is a ground-
breaking strategy that has been used in several recent studies. 
The following is the process for putting FEM into practice. 

a. The domain [0, ] is discretised into line segments such that 
each element has two nodes. 

b. The linear weight and shape functions are given by 

𝑆𝑗(−1)𝑗−1 (
𝜉𝑗1 − 𝜉

𝜉𝑗1 − 𝜉𝑗

) , 𝑖1,2 

c. The residual error is integrated over [𝜂𝑒 , 𝜂𝑒1]. 
d. The dependent unknowns are approximated over the element 

[𝜂𝑒, 𝜂𝑒1] by the finite element approximations: 

𝑓∑ 𝑆𝑗𝑓𝑗,2
𝑗1 𝜃∑ 𝑆𝑗𝜃𝑗 , 𝜙∑ 𝑆𝑗𝜙𝑗 , ℎ∑ 𝑆𝑗ℎ𝑗 ,2

𝑗1
2
𝑗1

2
𝑗1   

where 𝑓𝑗, ℎ𝑗 , 𝜃𝑗  and 𝜙𝑗 are to be computed. 𝑆𝑗  is the shape 

function. Hence, the stiffness elements are as follows: 

𝐾𝑖𝑗
11∫ 𝑆𝑖𝑆𝑗

′𝑑𝜂,
𝜂𝑒1

𝜂𝑒
𝐾𝑖𝑗

12∫ −𝑆𝑖𝑆𝑗𝑑𝜂,
𝜂𝑒1

𝜂𝑒
  

𝐾𝑖𝑗
22∫ (− (

𝜐ℎ𝑛𝑓

𝜐𝑓
) (1

1

𝛽
) 𝑆𝑖

′𝑆𝑗
′ − ℎ̅𝑆𝑖𝑆𝑗 −

𝜂𝑒1

𝜂𝑒

𝑓̅(ℎ̅)
′
𝑆𝑖𝑆𝑗

′ − 𝑀 (
𝜎ℎ𝑛𝑓

𝜎𝑓
) (

𝜌𝑓

𝜌ℎ𝑛𝑓
) 𝑆𝑖𝑆𝑗−𝐾𝑆𝑖𝑆𝑗) 𝑑𝜂,  

𝐾𝑖𝑗
23∫ (𝐺𝑟)𝑡𝑆𝑖𝑆𝑗𝑑𝜂,

𝜂𝑒1

𝜂𝑒
𝐾𝑖𝑗

24∫ (𝐺𝑟)𝑐𝑆𝑖𝑆𝑗𝑑𝜂,
𝜂𝑒1

𝜂𝑒
  

𝐾𝑖𝑗
33∫ (

− (
𝐾ℎ𝑛𝑓

𝐾𝑓
) (

𝜌𝑓

𝜌ℎ𝑛𝑓
) (

(𝐶𝑝)𝑓

(𝐶𝑝)ℎ𝑛𝑓
) 𝑆𝑖

′𝑆𝑗
′

𝑃𝑟𝑓̅𝑆𝑖𝑆𝑗
′𝑃𝑟𝛽∗𝑆𝑖𝑆𝑗

) 𝑑𝜂,
𝜂𝑒1

𝜂𝑒
  

𝐾𝑖𝑗
32∫ ((

𝜐ℎ𝑛𝑓

𝜈𝑓
) (

(𝐶𝑝)𝑓

(𝐶𝑝)ℎ𝑛𝑓
) (1

1

𝛽
) 𝑃𝑟𝐸𝑐(ℎ̅)

′
𝑆𝑖𝑆𝑗

′𝜂𝑒1

𝜂𝑒
  

𝑀𝐸𝑐 (
𝜎ℎ𝑛𝑓

𝜎𝑓
) (

(𝐶𝑝)𝑓

(𝐶𝑝)ℎ𝑛𝑓
)  (

𝜌𝑓

𝜌ℎ𝑛𝑓
) 𝑃𝑟𝑆𝑖𝑆𝑗) 𝑑𝜂,    

𝐾𝑖𝑗
34∫ −(𝑃𝑟𝐷𝑓)𝑆𝑖

′𝑆𝑗
′𝑑𝜂,

𝜂𝑒1

𝜂𝑒
  

 𝐾𝑖𝑗
44∫ −𝑆𝑖

′𝑆𝑗
′𝑆𝑐𝑓̅𝑆𝑖𝑆𝑗

′𝑑𝜂,
𝜂𝑒1

𝜂𝑒
  

   𝐾𝑖𝑗
43∫ −𝑆𝑟𝑆𝑐𝑆𝑖

′𝑆𝑗
′𝑑𝜂

𝜂𝑒1

𝜂𝑒
,  

       where 𝑓 ̅and ℎ̅ are the computed nodal values. 
e. The non-linear equations are as follows: 

[𝐾{𝜋}]{𝜋}{𝐹}. 

These are solved using Picard linearisation as follows: 

[𝐾{𝜋}𝑟−1]{𝜋}𝑟{𝐹}, 

where {𝜋}𝑟−1 is the nodal value computed at (𝑟 − 1) of the 

iteration and {𝜋}𝑟 is the nodal value computed at the 𝑟𝑡ℎ itera-
tion. 

The following equation is used to calculate the error: 

𝑒𝑟𝑟𝑜𝑟 |
𝜋𝑟−𝜋𝑟−1

𝜋𝑟−1 | , 𝑚𝑎𝑥 |
𝜋𝑟−𝜋𝑟−1

𝜋𝑟−1 |𝜀,  

while taking 𝜀10−5. 

4. OUTCOMES AND DISCUSSION 

The normalised governing boundary value problems with cor-
relations for the thermo-physical properties are transformed into 
initial value problems. The transformed initial value problems with 
initial conditions are solved by FEM.  

The parametric simulations are then conducted to examine 
the dynamics of the flow variables. Simulations are run to select 
the nanoparticles among CuO, Al2O3and TiO2 so that the sys-
tem works in an efficient manner. Fig. 2 shows the velocity profiles 
of copper nanofluids, aluminium nanofluids and titanium nanoflu-

ids when 𝐺𝑟 0.2 and 0.5. This figure explains that the velocity of 
titanium nanofluid achieves the highest value, compared to CuO 

nanofluid and all nanofluids, for both cases when 𝐺𝑟 0.2 and 
0.5. This figure also explains that the velocity of copper nanoflu-
ids, aluminium nanofluids and titanium nanofluids increases on 
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increasing the magnitude of 𝐺𝑟. The Grashof number is signifi-
cant because it shows the ratio of the buoyant force caused by 
spatial variations in fluid density (induced by temperature differ-
ences) to the restraining force caused by the fluid's viscosity. 

 

Fig. 2. Velocity profile against favourable buoyant force 

 

Fig. 3. Velocity profile against Biot number 

 

Fig. 4. Velocity profile against magnetic field 

Fig. 3 shows the effects of the Biot number 𝐵𝑖 on velocity. On 
increasing the value of the Biot number, the velocity decreases. 
Because the Biot number is significant, it is used to calculate the 
heat transfer rate. In Fig. 4, it is noted that on increasing the mag-
netic field parameter 𝑀, the boundary layer’s viscosity decreases 

due to the application of the magnetic field on the particles of an 
electrical conducting fluid, causing a Lorentz force in the boundary 
layer. The Hall effect uses magnetic forces to reveal information 
about charge carriers in a substance.  

 

Fig. 5. Velocity profile against thermal effect 

 

Fig. 6. Temperature profile against heat generation 

 

Fig. 7. Temperature profile aginst favourable buoyant force 

Fig. 5 presents the velocity profile in relation to thermal ef-
fects; it shows that on increasing the values of thermal effects, the 
velocity profile increases. Fig. 6 illustrates the influence of the 

heat generation parameter 𝛽∗ on temperature. It is observed that 
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on increasing the value of 𝐸𝑐, the boundary layer thickness also 

increases. In Fig. 7, we see the effects of 𝐺𝑟 on temperature; we 

observed that when we increase the value of 𝐺𝑟 , the temperature 
increases.  

 

Fig. 8. Temperature profile against favourable buoyant force 

 

Fig. 9. Temperature profile against thermal effects 

 

Fig. 10. Temperature profile against thermal effects 

Fig. 8 shows the compression of 𝐺𝑟 on temperature in the flu-
ids comprising copper–water, aluminium–water and titanium–
water. We notice that the viscosity of the boundary layer decreas-
es on increasing the content of nanofluids. Figs. 9–11 show the 

impacts of the thermal slip parameter 𝛾 on temperature consider-
ing copper–water, aluminium–water and titanium–water nanoflu-
ids. It is observed that temperature diminishes on increasing the 

value of 𝛾. The copper nanofluid is more heat effective as com-
pared to other nanofluids, namely aluminium and titanium nanoflu-
ids. The thermophysical properties of water and nanoparticles are 
presented in Tab. 1.  The local skin friction coefficient and Nusselt 
number for copper oxide–water nanofluid with different nanoparti-
cle factors are presented in Tab. 2. 

 

Fig. 11. Temperature profile against thermal effects 

Tab. 1. Thermophysical properties of water and nanoparticles [33] 

Materials 𝝆 (𝒌𝒈
/𝒎𝟑) 

𝒄𝒑(𝑱

/𝒌𝒈𝑲) 

𝒌 (𝑾
/𝒎𝑲) 

𝜷𝟏𝟎−𝟓 

(𝑲−𝟏) 
𝝈 (𝑺/𝒎) 

Water (H2O) 997.5 4,178.0 0.6280 21.40 5.510−6 

Copper oxide 
(CuO) 

nanoparticles 
6,310.0 550.5 32.90 0.85 

 

5.96107 

Aluminium 
oxide (Al2O3) 
nanoparticles 

3,900.0 779.0 40.00 
 

0.84 

 

3.50107 

Titanium 
oxide (TiO2) 

nanoparticles 
4,250.0 686.2 8.9538 0.90 2.38106 

Tab. 2. Local skin friction coefficient and Nusselt number  
             for copper oxide–water nanofluid with different nanoparticle  

             factors at 𝜙 0.2 [33] 

𝒌𝒏𝒇 𝑹𝒆𝒙
−𝟏/𝟐 𝑵 𝒖 𝑹𝒆𝒙

−𝟏/𝟐 𝑵 𝒖 

0.628 0.084138154 0.993989767 

0.72141 0.085608603 1.18560452 

0.82458 0.086968704 1.381935016 

0.9391 0.091634371 1.58355532 

1.06696 0.095644211 1.79198143 

5. CONCLUSION 

Convection heat transfer in Newtonian fluids containing nano-
solid metallic structures has been studied to investigate the en-
hancement in thermal conductivity, so that dispersion of nanopar-
ticles of copper oxide, aluminium oxide, and titanium oxide may 
be recommended for an efficient thermal system such as automo-
bile engines. The boundary layer's governing problems are nu-
merically solved, and the significant studies are included. 

When the Grashof number is increased, the favourable buoy-
ancy force aids the flow, and the thickness of the MHD boundary 
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layer shows an increasing trend. This research is applicable for all 
kinds of nanoparticles. 

On the flow of fluids, the fluctuation in Biot number results in a 
declining trend. As a result, as the Biot number increases, the flow 
slows down. 
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NOMENCLATURES 
𝐶p Specific heat constant 

Nux Local Nusselt number 

𝐶f Skin friction coefficient 

nf Nanofluid 

ℎf Heat transfer coefficient 

𝑘 Thermal conductivity of base fluid 

𝑞 Heat flux 

𝑞w Surface heat flux 

𝑇 Temperature of base fluid 

𝑢 Horizontal velocity field components 

𝑣 Vertical velocity field components 

Bi Biot number 

Ec Eckert number 
Pr Prandtl number 

𝑔 Gravitational acceleration 

B0 Magnetic field parameter 

GREEK SYMBOLS 
βS Thermal expansion coefficient 

σ  Boltzmann constant 

φ Volume fraction of nanoparticles 

γ Slip parameter 

λ Thermal relaxation time 

μ Density of fluid 

μnf Kinematic viscosity of nanofluid 

v Kinematic viscosity of base fluid 

ρ Density of base fluid 

τw Density of nanoparticle 

τw Surface skin friction 
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Abstract: Five-axis milling is a modern, flexible and constantly developing manufacturing process, which can be used for the machining of 
external cylindrical gears by means of cylindrical end mills and special disc mills on universal multi-axis machining centres. The article pre-
sents a new method of positioning the tip and the axis of the end mill and the disc cutter in order to ensure a constant value of deviation of 
the theoretical roughness Rth along the entire length of the tooth profile. The first part presents a mathematical model of the five-axis milling 
process of the cylindrical gear and an algorithm for calculating the Rth deviation values. The next section describes the positioning of the 
end mill and the disc cutter. Then, a new method for the empirical determination of the distribution of the involute root angle Δui and the da-
ta description by means of the interpolation function are presented and described. In the conducted numerical tests, the influence of the 
geometrical parameters of the cylindrical gear on the deviation Rth is determined, assuming a constant Rth value in the five-axis milling pro-
cess. 
 
Key words: gears, five-axis milling, theoretical roughness, tooth profile error 

1. INTRODUCTION 

The five-axis milling technology is currently widely used in the 
manufacture of components with complex geometries, including, 
among others, the gear wheels. The ability to control the tool in 
three linear and two rotary axes enables any positioning of the 
tool in the working space of the machine tool. The flexibility of this 
machining process allows replacement of the machining carried 
out with traditional methods, such as hobbing, shaping the surface 
in a five-axis milling process by means of end mill cutters [1, 2], or 
the increasingly used disc cutters [3]. 

In the process of shaping gears, the surface quality and integ-
rity after machining are of great importance. The tooth surface 
profile is ultimately obtained by applying the finishing methods that 
were characterised by Karpuschewski et al. [4]. Krömer [5] de-
scribed the deviation of the tooth shape resulting from the hobbing 
machining process, considering the tooth line and the tooth pro-
file. Klocke and Staudt [6, 7] presented possible methods of path 
distribution on the gear tooth flank and analysed the strategy of 
constant radial distribution of paths, when using the ball nose 
cutter. Moreover, they investigated the deviation distribution for 
fixed and variable tool positioning. Staudt and Exner [8] conducted 
research on the integrity of the tooth flank surface during milling 
along the tooth line. The machining process was carried out under 
soft and hardened conditions. Guo et al. [9] conducted research to 
determine the influence of the geometric parameters of a gear on 
the distribution of shape deviation. The strategy of constant in-
crease in the involute root angle Δui described by Klocke was 
applied. He also presented a method for determining the position 
of the end mill cutter, wherein the contact of the cutter operation 

surface with the flank surface of the shaped tooth was locally 
linear. 

In addition to the use of end mills and/or ball nose cutter, disc 
cutters are increasingly used in five-axis machining of gear teeth 
[3, 10 - 13].The main advantage of using this type of tool geome-
try is much easier access of the cutting edge to the lower parts of 
the inter-tooth notch, possibility of using higher radial in feed 
values and the associated increase in machining efficiency, as 
well as the low susceptibility of the tool to elastic deformation. 

The description of milling of the cylindrical gears using the 
disc milling cutter was provided by Talar et al. [13, 14]. They 
presented the possibility of modification of the profile and line of 
the gear tooth due to the elastic deformation of the tool. 

A more common form of use of the disc milling cutter is the 
five-axis machining of bevel gears. Deng [10] and Shih [12] pre-
sented the method of positioning the disc cutter when machining a 
free surface, which is the tooth flank of a bevel gear with a circular 
arc tooth line. Moreover, Shih and Chen [11] presented a method 
of positioning a disc grinding wheel, with a similar geometry as a 
disc milling cutter, in the finish machining of a gear with oblique 
teeth. By appropriately modifying the position of the grinding 
wheel, they corrected the errors that occurred during the grinding 
process. 

A completely different kinematic solution for machining was 
investigated by Özel [15], as he analysed the geometric errors of 
the tooth profile after machining with an end mill cutter. Moreover, 
he determined the influence of linear interpolation of the tool path 
on the execution accuracy of the tooth profile. 

In the case of finish machining, the elastic deformation of the 
tool has a significant impact on the accuracy of the machined 
surface. Solf [16] investigated the issue of the radial correction of 
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tool deflection during the machining of toothing in the hardened 
state. 

The geometric structure of the flank tooth surface after finish 
machining and the method of its measurement are equally im-
portant. This issue was extensively described by Suh [17], who 
used the coordinate measurement technique on coordinate 
measuring machines (CMMs), and by Chmielik et al. [18], where a 
profilometer was used. 

The article proposes and describes a new method of tool posi-
tioning in the five-axis machining of a cylindrical gear with a 
straight tooth line, using the Δui distribution function in the math-
ematical modelling, which allows obtaining a constant deviation of 
the theoretical surface roughness Rth, along the entire tooth pro-
file. 

2. MATHEMATICAL MODEL  
OF THE TOOTH FLANK SURFACE 

As Guo et al. [9] described, gear machining on five-axis ma-
chine tools consists in positioning the tool and the part in relation 
to the machine’s coordinate system Sm(xm, ym, zm) with origin Om. 
The machining system adopted in the five-axis milling of the cylin-
drical gear with a straight tooth line by means of an end mill cutter 
for machining is shown in Fig. 1. 

 
Fig. 1. The machining system adopted in the five-axis milling  

  of the cylindrical gear with straight tooth line 

Coordinate systems Sg (xg, yg, zg) with origin Og and St (xt, yt, 
zt) with origin Ot are assigned to the part and the tool, respective-
ly. The parameters a and e correspond to the positions of the tool 
tip in the Sm arrangement along the xm, ym axes. During machin-
ing, the tool makes the main movement along the zm axis. For 
each tool, a position defined by the parameters a and e and the 
tool inclination angle φ are defined, which provides tangential 
guidance of the cutter action surface to the tooth flank surface, 
and positioning is achieved by changing the rotary table setting. 
Depending on the machined side of the tooth, this angle can be 
positive or negative. 

The assumptions for the mathematical model are specified as 
average parameter values for their ranges of applicability: 

 parameters m, z > 0, a range was assumed for m (10–20), z 
(20–70); 

 number of tool paths N ≥ 2, a range was assumed for N (10–
20); 

 pressure angle α > 0, a range was assumed for α (20°–30°); 

 the parameter of the empirical function was determined exper-
imentally and is x = 1/0.667; 

 diameter d of the cylindrical tool and radius r of the disc tool d, 
r > 0 . 
The basic geometrical parameters of a gear are shown in Fig. 

2 and described by the equations Eqs. (1)–(13), which were de-
scribed by Burek et al. [1]. 

 
Fig. 2. Basic gear dimensions 

Input parameters: m – module, z – number of teeth, α – pres-
sure angle. 

𝑑𝑝 = 𝑚 ∙ 𝑧 (1) 

ℎ𝑎 = 𝑚 (2) 

ℎ𝑓 = 1.25 ∙ 𝑚 (3) 

𝑑𝑎 = 𝑑𝑝 + 2 ∙ ℎ𝑎  (4) 

𝑑𝑓 = 𝑑𝑝 − 2 ∙ ℎ𝑓  (5) 

𝑑𝑏 = 𝑑 ∙ 𝑐𝑜𝑠(𝛼) (6) 

𝑟𝑏 =
𝑑𝑏

2
 (7) 

𝑖𝑛𝑣 𝛼 = 𝑡𝑎𝑛(𝛼)−𝛼 (8) 

𝛼𝑎 = 𝑐𝑜𝑠−1 (
𝑑𝑏

𝑑𝑎
) (9) 

𝑖𝑛𝑣 𝛼𝑎 = 𝑡𝑎𝑛(𝛼𝑎)−𝛼𝑎  (10 

𝜎 =
ŝ

𝑑
∙
180°

𝜋
 (11) 

𝜎0 = 𝜎 + 𝑖𝑛𝑣 𝛼 (12) 

𝑢 = 𝛼𝑎 + 𝑖𝑛𝑣 𝛼𝑎  (13) 

where dp – pitch diameter, ha – addendum, hf – dedendum,  
da – addendum diameter, df – dedendum diameter, db – basic 
diameter, rb – basic radius, inv α – involute function of angle α,  
αa – pressure angle on addendum, inv αa - involute function  
of angle αa, σ– half angle on pitch diameter, σ0 – half angle  
on basic diameter and u – root angle. 

The flank surface of the tooth can be described using two pa-
rameters (u, v) [19], as shown in Fig. 3. The parameter u, which is 
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the root angle of the involute subjected to subsequent discretisa-
tion, describes the tooth outline, and the parameter v describes 
the tooth line.  

 
Fig. 3. Parametric description of the tooth flank surface 

The position vector rg and the normal vector ng of the surface 
are described by the relationship in Eq. (14): 

{
𝒓𝒈(𝑢, 𝑣) = [𝑥𝑔 𝑦𝑔 𝑧𝑔 1]

𝒏𝒈(𝑢, 𝑣) = [𝒏𝒙𝒈 𝒏𝒚𝒈 𝒏𝒛𝒈 1]
 (14) 

Where (xg, yg, zg) are the coordinates of the end point P of position 
vector rg described by Eq. (15), and (nxg, nyg, nzg) are component 
vectors of the vector ng normal to the tooth flank surface, de-
scribed by Eq. (16): 

[

𝑥𝑔
𝑦𝑔
𝑧𝑔
] = [

𝑟𝑏 𝑐𝑜𝑠(𝜎0 + 𝑢) + 𝑟𝑏𝑢 𝑠𝑖𝑛(𝜎0 + 𝑢)

𝑟𝑏 𝑠𝑖𝑛(𝜎0 + 𝑢) − 𝑟𝑏𝑢 𝑐𝑜𝑠(𝜎0 + 𝑢)
𝑝𝑣

] (15) 

[

𝒏𝒙𝒈
𝒏𝒚𝒈
𝒏𝒛𝒈

] = [
𝑝𝑟𝑏𝑢 𝑠𝑖𝑛(𝜎0 + 𝑢)

−𝑝𝑟𝑏𝑢 𝑐𝑜𝑠(𝜎0 + 𝑢)

0

] (16) 

where rb is the radius of the base circle, and p is a parameter 
describing the width of the gear rim. 

An additional parameter that allows the correct positioning of 
the tool axis is the tangent vector τg to the surface at point P(xg, 
yg, zg), which is described by the dependencies Eqs. (17) and 
(18): 

𝝉𝒈(𝑢, 𝑣) = [𝝉𝒙𝒈 𝝉𝒚𝒈 𝝉𝒛𝒈 1] (17) 

where 

[

𝝉𝒙𝒈
𝝉𝒚𝒈
𝝉𝒛𝒈

] = [
𝑟𝑏𝑢 𝑐𝑜𝑠(𝜎0 + 𝑢)

𝑟𝑏𝑢 𝑠𝑖𝑛(𝜎0 + 𝑢)

0

] (18) 

The transformation of the part system Sg to the machine coor-
dinate system Sm is carried out through the rotation matrix Mmg, 
determined by the relation Eq. (19): 

𝑴𝒎𝒈 = [

𝑐𝑜𝑠 𝜑 −𝑠𝑖𝑛 𝜑 0 0
𝑠𝑖𝑛 𝜑 𝑐𝑜𝑠 𝜑 0 0
0 0 1 −𝑝
0 0 0 1

] (19) 

where φ is the angle of the machine part’s rotation on the machine 
tool turntable. 

The same should be done with the tool coordinate system St, 
whose transformation to the machine system Sm takes the form of 
the translation matrix Mmt, determined by the relation Eq. (20): 

𝑴𝒎𝒈 = [

1 0 0 𝑎
0 1 0 𝑒
0 0 1 0
0 0 0 1

] (20) 

where the parameters a and e define the position of the tool in 
relation to the xm and ym axes. 

3. CALCULATION OF Rth DEVIATION 

The geometric relationships that allow the determination of the 
Rth deviation of the theoretical surface roughness and the geomet-
ric system of the five-axis machining adopted for the study are 
shown in Fig. 4.  

In order to calculate the Rth deviation, it is necessary to de-
termine the distance CD. Points A(xgA, ygA) and B(xgB, ygB) are the 
points that describe the flank surface of the tooth, where point A 
represents the first position of the tool, and point B represents the 
next position of the tool. Point C is at the point of intersection of 
the line segments AC and BC that are tangential to the tooth 
profile at points A and B, respectively. Segments AC and BC 
represent a group of lines described by the linear relationship in 
Eq. (21), where the parameters kA and kB described by the rela-
tionship Eq. (22) determine their slopes in relation to the xg axis: 

{
𝑥𝑔𝐴 = 𝑘𝐴𝑦𝑔𝐴 + 𝑏𝐴
𝑥𝑔𝐵 = 𝑘𝐵𝑦𝑔𝐵 + 𝑏𝐵

 (21) 

where 

{
𝑘𝐴 = −

𝒏𝒈𝒚𝑨

𝒏𝒈𝒙𝑨

𝑘𝐵 = −
𝒏𝒈𝒚𝑩

𝒏𝒈𝒙𝑩

 (22) 

After determining the slopes of the lines, it becomes possible 
to derive Eq. (23) describing the term b of the linear equation of 
lines: 

 
Fig. 4. The geometric structure allowing determination  
            of the Rth deviation 
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{
𝑏𝐴 = 𝑥𝑔𝐴 − (𝑘𝐴𝑦𝐴)

𝑏𝐵 = 𝑥𝑔𝐵 − (𝑘𝐵𝑦𝐵)
 (23) 

This allowed the creation of the system of equations Eq. (24) 
necessary to determine the coordinates of the intersection point 
C(xgC, ygC): 

{
𝑥𝑔𝐶 = 𝑘𝐵

𝑏𝐴−𝑏𝐵

𝑘𝐵−𝑘𝐴
+ 𝑏𝐵

𝑦𝑔𝐶 =
𝑏𝐴−𝑏𝐵

𝑘𝐵−𝑘𝐴

 (24) 

In order to determine the coordinates of the point D(xgD, ygD), 
the values of the involute root angle uD should be determined. The 
determination of the uD angle is described by the relationships 
Eqs. (25)–(28): 

𝑢𝐷 = 𝑢𝐶1 + 𝑢𝐶2 (25) 

where 

𝑢𝐶1 = 𝑡𝑎𝑛
−1 (

𝑦𝑔𝐶

𝑥𝑔𝐶
) (26) 

𝑂𝐶 = √𝑥𝑔𝐶
2 + 𝑦𝑔𝐶

2 (27) 

𝑢𝐶2 = 𝑐𝑜𝑠
−1 (

𝑟𝑏

𝑂𝐶
) (28) 

Finally, the coordinates of point D are determined from the 
system of equations Eq. (29): 

[

𝑥𝑔𝐷
𝑦𝑔𝐷
𝑧𝑔𝐷

] = [
𝑟𝑏 𝑐𝑜𝑠(𝜎0 + 𝑢𝐷) + 𝑟𝑏𝑢 𝑠𝑖𝑛(𝜎0 + 𝑢𝐷)

𝑟𝑏 𝑠𝑖𝑛(𝜎0 + 𝑢𝐷) − 𝑟𝑏𝑢 𝑐𝑜𝑠(𝜎0 + 𝑢𝐷)
𝑝𝑣

] (29) 

4. POSITIONING OF THE TOOL 

Three types of tool geometry are used for the five-axis ma-
chining of gears, in both soft and hardened conditions. The basic, 
and—so far—the most frequently used, tools are end mills with 
ball or cylindrical geometry [1, 6, 7, 8, 15]. Research conducted so 
far [6, 3] has shown that the machining conditions and machinabil-
ity in the five-axis flank milling method with an end mill cutter are 
definitely better than with a ball end mill cutter. This can also be 
observed in terms of the difference in the geometry of the remains 

after machining on the tooth flank surfaces and in the efficiency of 
machining of the toothing. 

A disc cutter is the third and increasingly frequently used tool 
for machining gears on multi-axis milling computerised numerical 
control (CNC) machines. The sharp apex angle of the cutting 
inserts provides much better access of the tool along the entire 
depth of the inter-tooth notch, making it possible to machine gears 
with much smaller modules than in the case of an end mill cutter. 

The machining system and the five-axis machining model of 
the tooth flank with an end mill cutter, which works tangentially to 
point A, are shown in Fig. 5(a). The tool axis is defined at location 
I as the tangent vector τgA, expressed as unit vector τgA˚, and at 
location II as tangent vector τgB, expressed as unit vector τgB˚. 
The position of the tool centre point (TCP), which is the zero point 
of the tool coordinate system St, is defined in Eq. (30) as a trans-
lation in the normal direction by the product with the unit vector 
ngA(B)˚, which is determined by Eq. (31), and half the tool diameter 
d with reference to the point C, which describes the peak of the 
Rth deviation: 

{

𝑥𝑇𝐶𝑃 = 𝑥𝑔𝐶 + 𝒏𝒙𝒈𝑨(𝑩)
° 𝑑

2

𝑦𝑇𝐶𝑃 = 𝑦𝑔𝐶 + 𝒏𝒚𝒈𝑨(𝑩)
° 𝑑

2
𝑧𝑇𝐶𝑃 = 𝑧𝑔𝐶

 (30) 

where 

{
 
 

 
 𝒏𝒙𝒈𝑨(𝑩)

° =
𝒏𝒙𝒈𝑨(𝑩)

‖𝒏𝒙𝒈𝑨(𝑩)‖

𝒏𝒚𝒈𝑨(𝑩)
° =

𝒏𝒚𝒈𝑨(𝑩)

‖𝒏𝒚𝒈𝑨(𝑩)‖

𝒏𝒛𝒈𝑨(𝑩)
° = 0

 (31) 

In this case, the unequivocal position of the tool in the space 
of a five-axis CNC machine tool can be determined from Eq. (32): 

[𝑥𝑇𝐶𝑃 , 𝑦𝑇𝐶𝑃 , 𝑧𝑇𝐶𝑃 , 𝝉𝒙𝒈𝑨(𝑩)
°, 𝝉𝒚𝒈𝑨(𝑩)

°, 0] (32) 

The machining system and the five-axis machining model pre-
sented in Fig. 5(b) refer to the use of the disc milling cutter. Proper 
positioning of the tool consists in leading the action surface tan-
gential to the tooth profile. As in the case described earlier, trans-
formation of the TCP described by Eq. (33) should be made, 
which in the reference position coincides with point C. 

    
Fig. 5. Machining system and positioning method: (a) for end milling cutter; (b) for disc milling cutter in five-axis machining of toothing 
           Abbreviation: TCP, tool centre point
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In the configuration of the machining system considering posi-
tion I of the tool as the axis of rotation, the vector ngA normal to 
the curve at point A was adopted, expressed as the unit vector 
ngA˚, while in position II, the normal vector ngB to the curve at point 
B, expressed as the unit vector ngB˚, was adopted. 

The translation of the TCP relative to the point C is deter-
mined by the product of the unit vector τgA(B)˚, expressed by Eq. 
(34), and the tool radius r. 

{

𝒙𝑻𝑪𝑷 = 𝒙𝒈𝑪 + 𝝉𝒙𝒈𝑨(𝑩)
°𝒓

𝒚𝑻𝑪𝑷 = 𝒚𝒈𝑪 + 𝝉𝒚𝒈𝑨(𝑩)
°𝒓

𝒛𝑻𝑪𝑷 = 𝒛𝒈𝑪

 (33) 

where 

{
 
 

 
 𝝉𝒙𝒈𝑨(𝑩)

° =
𝝉𝒙𝒈𝑨(𝑩)

‖𝝉𝒙𝒈𝑨(𝑩)‖

𝝉𝒚𝒈𝑨(𝑩)
° =

𝝉𝒚𝒈𝑨(𝑩)

‖𝝉𝒚𝒈𝑨(𝑩)‖

𝝉𝒛𝒈𝑨(𝑩)
° = 0

 (34) 

In turn, in this case, the unequivocal position of the tool in the 
space of a five-axis CNC machine tool can be determined from 
Eq. (35). 

[𝑥𝑇𝐶𝑃 , 𝑦𝑇𝐶𝑃 , 𝑧𝑇𝐶𝑃 , 𝒏𝒙𝒈𝑨(𝑩)
°, 𝒏𝒚𝒈𝑨(𝑩)

°, 0] (35) 

The above method of positioning the disc milling cutter can 
find an analogous application in the case of a disc grinding wheel 
in the grinding of gear teeth on multi-axis CNC milling machines. 
The advantage of this solution is the possibility of milling and 
grinding the gears without the need to attach the part in another 
machine tool. This results in an increase in the dimensional and 
shape accuracy of the gear wheel. This is of particular importance 
in the aspect of manufacturing of aircraft gears, as well as special 
purpose gears for the defence industry. 

5. FIVE-AXIS MILLING STRATEGIES FOR TOOTHING 

The value of the theoretical surface roughness deviation Rth and 
the machining time Tc depend on the adopted positioning strategy 
of the milling cutter. In the literature, three basic cases of tool 
positioning have been distinguished [5, 6, 7, 9] for which a collate 
was made, assigning a given strategy to the Rth deviation of a 
gear tooth profile. These collates are presented in Fig. 6. Fig. 6(a) 
shows the distribution of the Rth deviation resulting from the ar-
rangement of the tool paths along the tooth profile, according to 
the strategy of maintaining a constant increase in the involute root 
angle Δui. It was noticed that the maximum deviation Rth occurs in 
the upper part of the tooth and is 0.007 mm, and the smallest at 
the tooth foot, where its value is 0.0002 mm. In the case of the 
collate in Fig. 6(b), the distribution of paths is implemented as a 
strategy of constant division of the tooth height in the radial direc-
tion. In this case, the greatest deviation occurs in the lower part of 
the tooth and is 0.016 mm, while the smallest deviation occurs at 
the upper part of the tooth and is 0.0018 mm.  

The last collate shown in Fig. 6(c) illustrates the strategy ac-
cording to which the tool paths are distributed in such a way that 
the Rth deviation is constant along the entire length of the tooth 
profile. The deviation in this case is 0.0032 mm. 

Depending on the adopted positioning strategy of the tool, a 
variable distribution of the value of the Rth deviation can be ob-
served, which depends on the adopted function describing the 

change of the involute root angle u. All the above figures show the 
distribution of the Rth deviation according to the machining 
strategy (tool positioning) for a tooth with the same geometric 
parameters and the same adopted number of paths. On this 
basis, it should be concluded that for the same number N of 
paths, the third strategy provides the smallest mean Rth deviation 
in the distribution along the entire tooth profile. 

 

 

 
Fig. 6. Machining strategies in relation to the Rth deviation  

 of the tooth profile: (a) strategy of constant increment  
 of the involute root angle u; (b) strategy of constant  
 radial distribution of toolpaths; (c) strategy of constant  
 deviation Rth 

6. EMPIRICAL DETERMINATION OF THE DISTRIBUTION OF 
THE INVOLUTE ROOT ANGLE u 

In order to define the function describing the Rth deviation dis-
tribution, it was necessary to use an empirical model. Using the 
computer-aided design (CAD) software, we developed a paramet-
ric sketch showing the tooth profile [1, 20] and the individual tan-
gent lines that define the vertices of the Rth deviation, as shown in 
Fig. 7. 

With the help of geometric constraints, a constant distance of 
the vertices from the tooth profile was imposed, and lines denoting 
the unwind angle of the involute were drawn. Then, based on the 
geometry analysis tool in the CAD environment, the values of the 
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unwind angle Δui for the individual tool paths were read. The 
tolerance value of the researched CAD model was set at 0.0001 
mm. Based on the measured values, a graph of the value of the 
unwind angle Δui was developed, which is assumed for a given 
tool path i. This function is described by the relationship in Eq. 
(36).  

∆𝑢𝑖 = √
𝑢𝑥𝑖

𝑁−1

𝑥
 (36) 

where u – involute root angle, N – number of considered tool-
paths, i=(0, 1, 2, …(N-1)) – consecutive toolpaths. 

 
Fig. 7. Distribution of Δui for the constant Rth deviation strategy  

In order to determine the degree of the root from Eq. (36), a 
series of x values ranging from 1/0.6 to 1/0.7 with a step size of 
0.001 were analysed by the iterative method.  

As a result of the simulation, the root base equal to 1/0.667 
was selected since, for this value, the smallest deviation from the 
base function was observed for Eq. (36). The superimposed 
graphs of the empirically determined points and the function de-
scribed by Eq. (36) with the base x=1/0.667 are shown in Fig. 8. 

7. ANALYSIS OF Rth DEVIATION  

For the adopted strategy of constant Rth deviation, numerical 
tests were carried out for both the end milling and the disc milling 
cutters. The results of these tests are shown in Fig. 9. 

In individual cases, the change in the Rth deviation was con-
sidered depending on the number of passes of the tool N, the 
number of gear teeth z, the change in the normal tooth modulus 
mn and the variable value of the pressure angle α, respectively 
shown in Fig. 9. 

It was found that the results of the simulation of machining 
along the tooth line for both tool geometries were comparable. By 
analysing the results of the simulation tests, it can be concluded 
that the greatest increase in the value of the Rth deviation occurs 
when the number of tool passes changes as shown in Fig. 9(a), 
where the smallest Rth deviation value was 0.0029 mm for the 
number of paths N = 20; for the number of paths N = 10, the Rth 
deviation was 0.0118 mm. 

The smallest differences in the values of the Rth deviation 
were observed for the variable value of the number of teeth of the 
gear as shown in Fig. 9(b), where for the number of teeth z = 20, 

the Rth deviation is 0.0029 mm, while for the number of teeth z = 
70, the highest Rth deviation value of 0.0040 mm was noted. 

In the case of different values of the modulus mn and the 
pressure angle α being defined as shown in Fig. 9(c) and (d), 
respectively, an increase of the Rth deviation is comparable. When 
changing the value of the module for mn = 10 mm, the value of the 
Rth deviation was the smallest and amounted to 0.0029 mm, and 
for the value of mn = 20, the value of the Rth deviation was 0.0058 
mm. Similarly, in the case of the pressure angle α, the smallest Rth 
deviation value was noted for α = 20° and was the same as in the 
case of the set module value mn = 10 mm, while the largest Rth 
deviation value equal to 0.0057 mm was noted for the angle 
α = 30°. 

 
Fig. 8. Approximation of values determined empirically  

 by the function describing the distribution  
 of the involute root angle Δu 

Moreover, it was observed, that with an increase in the value 
of individual parameters of both the gear wheel and the machining 
process, the value of the Rth deviation also increases, wherein 
depending on the parameter, this change has a different charac-
teristic and tendency. 

Another phenomenon observed is the increased value of the 
Rth deviation for the first tool path. This deviation is caused by a 
poorer fit of the approximation function for small involute root 
angles Δui, which occur in the tooth flank’s bottom area, but these 
regions do not participate directly in the transmission of torque 
due to the apical clearance. 

8. SUMMARY 

The article presents and describes a new method of tool posi-
tioning assuming a constant Rth deviation in the five-axis machin-
ing of gears on universal CNC machines. A new mathematical 
model has been presented that allows determining the value of 
the Rth deviation and the position of the tool during the five-axis 
machining depending on the tool geometry. 

As a result of the numerical tests and numerous simulations, 
the relationship between the gear wheel parameters and the Rth 
deviation is determined. The number of tool paths N has the 
greatest impact on the amount of the Rth deviation, while the 
number of teeth in the gear wheel has the smallest impact. The 
parameters such as the modulus mn and the pressure angle α 
have a comparable coefficient of influence on the increase of the 
Rth deviation. 
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The adopted methodology and the developed assumptions of 
the five-axis machining strategy are a new proposal to solve the 
problem of the uneven distribution of the Rth deviation in the hob-
bing process. Depending on the expected results of further re-
search carried out by the authors of this work, it is possible to use 
another function describing the distribution of the involute root 

angle u, which will significantly increase the possibilities of shap-
ing the flank profiles of the teeth. Another advantage is an in-
crease of the machining effectiveness of gear wheels, by obtain-
ing a much smaller Rth deviation than in the case of the strategy of 
constant increase of the involute root angle u. 

    

   
Fig. 9. Influence of the gear wheel parameters and the machining on the Rth deviation : (a) number of paths N; (b) number of teeth z;  

 (c) normal modulus mn; (d) angle of pressure α 
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Abstract: The free transverse vibrations of shafts with complex geometry are studied using analytical methods and numerical simulations. 
A methodology is proposed for evaluating the results of a natural transverse vibration analysis as generated by finite element (FE) models 
of a shaft with compound geometry. The effectiveness of the suggested approach is tested using an arbitrarily chosen model  
of the injection pump shaft. The required analytical models of the transverse vibrations of stepped shafts are derived based  
on the Timoshenko thick beam theory. The separation of variables method is used to find the needed solutions to the free vibrations.  
The eigenvalue problem is formulated and solved by using the FE representation for the shaft and for each shaft-simplified model.  
The results for these models are discussed and compared. Additionally, the usefulness of the Myklestad–Prohl (MP) method in the field  
of preliminary analysis of transverse vibration of complex shaft systems is indicated. It is important to note that the solutions proposed  
in this paper could be useful for engineers dealing with the dynamics of various types of machine shafts with low values of operating 
speeds. 

Key words: modal analysis, natural vibrations, analytical solutions, Timoshenko beam theory, shaft vibrations 

1. INTRODUCTION 

The progress of modern engineering requires the use of ad-
vanced tools in the field of computer-aided design and computer-
aided engineering calculations at the design stage. This applies in 
particular to devices, assemblies and their individual elements, all 
of which are required to have adequate durability and reliability 
during operation. Such important components of devices include, 
among others, machine shafts [1]. One of the essential factors, 
which could disturb or limit the functioning of devices (e.g., pumps 
and others), is the vibration of the components or assemblies of 
these systems [1,2]. The rapid growth of computer techniques and 
analytical systems based on the finite element method (FEM) 
allows a free vibration analysis of the complex design and geome-
try systems to be conducted [1]. In paper [3], FEM was used to 
analyse lateral vibrations of the drilling rig. Cases of the system 
with and without damping were analysed. In paper [4], transversal 
vibration of a low-power electrical rotor is studied using FEM and 
other analytical and numerical methods. Based on the developed 
finite element (FE) models, the basic dynamic parameters of the 
analysed system are determined. FEM modelling is used in paper 
[5] to analyse transverse vibrations of a Timoshenko beam with an 
elastic foundation composed of two different regions of the Win-
kler type. The developed FE models were used to determine the 
frequencies for which there are no harmonic type of free vibra-
tions. An important aspect is the ability to verify the developed FE 

models of the designed systems. In the case of newly designed 
systems, conducting laboratory tests must have a strong econom-
ic justification. Therefore, it seems justified to conduct research 
allowing for the development of FE model verification methods 
with the lowest possible economic cost. The monograph by 
Friswell and Mottershead [6] discusses the theoretical foundations 
and practical applications of techniques for obtaining numerical 
FE models consistent with the model data in the accepted fre-
quency range (the so-called model updating methods). Cases 
where reference data are obtained from analytical solutions of 
vibrating systems and from measurement experiments were con-
sidered. It is also worth mentioning monograph [1], in which theo-
retical and experimental issues concerning vibrations of systems, 
and the consideration of modern measuring tools and computer 
techniques are discussed. In works [4,5,7], the results of analytical 
solutions (natural frequency values) were used as reference data 
to verify the proposed FE models of discussed systems. A spec-
tral element model for a spinning uniform shaft was developed in 
paper [8], and FEM analysis was used for evaluating the accuracy 
of the proposed model through some example problems. Shahg-
holi et al. [9] discussed the issues of transverse vibrations of a 
slender shaft using analytical methods. In the modelling of the 
studied system, the rotary inertia and gyroscopic effect are con-
sidered. Many studies use the results of theoretical analysis 
based on the Timoshenko beam vibration theory as a source of 
reference data. It is worth mentioning that the Timoshenko beam 
theory allows one to obtain a model that considers all important 
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physical phenomena in one-dimensional continuous systems 
[2,10]. The fundamental vibration theory of the thick (Timoshenko) 
beam is presented in several monographs [2, 10]. In the mono-
graph of Noga [7], one can find an extension of the Timoshenko 
theory into ring systems with an elastic foundation. In paper [11], 
the influence of the two-parameter elastic soil on the dynamic 
behaviour of the Timoshenko beam with a variable cross-section 
was examined in the presence of conservative axial loads, and 
the needed theoretical issues were concisely presented in matrix 
form. In paper [12], the description and solution of the Timoshen-
ko beam free and forced vibrations by using a single equation are 
proposed. Analysis was carried out for various cases of the 
boundary conditions. In article [13], exact frequencies and mode 
shapes were calculated for the Timoshenko beam on different 
boundary supports and partially loaded with a distributed mass 
span. They agree with the experimental data. In article [14], the 
authors effectively developed the Timoshenko theory for the 
vibration problem of the beam with functionally graded properties 
along their thickness. In papers [15, 16], the free vibration behav-
iours of a functionally graded disk-shaft rotor system reinforced 
with graphene nanoplatelets resting on elastic supports are inves-
tigated. In both mentioned works, equations of motion including 
the gyroscopic effect due to rotation are derived by employing the 
Lagrange formalism within the framework of Timoshenko beam 
theory for the shaft and Kirchhoff plate theory for the disk. Addi-
tionally, in article [16], the disk-shaft rotor with eccentric mass was 
included in the investigation. In contrast, in papers [17, 18], the 
free vibration of a rotating, functionally graded pre‐twisted blades‐
shaft assembly reinforced with graphene nanoplatelets was ana-
lytically investigated based on the proposed coupled model. In 
these papers, the governing equations of motion are derived by 
using the Lagrange equation within the framework of the Rayleigh 
beam theory and Euler-Bernoulli beam theory. The work in paper 
[17] refers to the pre-twisted blade-shaft system, while paper [18] 
refers to the pre-twisted double blade-shaft system. In paper [19], 
the authors studied the influence of von Kármán nonlinearity on 
the values of frequency, thermoelastic damping and quality factors 
on Timoshenko beam resonators based on the modified couple 
stress theory. Another research field is the issue of vibrations of 
composite shafts. In work [20], the Bernoulli-Euler beam theory is 
used to achieve the exact solution for the vibration of a cross-ply 
laminated composite drive shaft with an intermediate joint. The 
joint is modelled as a frictionless internal hinge. In paper [21], a 
new multi-layer FE, dedicated for dynamic analysis of rotating 
laminated shafts, is formulated and based on layerwise and shaft 
theories. Another approach found in the literature on the subject 
concerns transfer matrix methods, where one of them is the 
Myklestad-Prohl (MP) method. The idea and usefulness of the MP 
method in the analysis of transverse vibrations of shafts were 
presented for the first time in paper [22]. The MP method was 
effectively used in paper [4] to analyse the transverse vibrations of 
the shaft of a low-power electric engine. In article [23], the ex-
tended transfer matrix method dedicated to the analysis of the 
torsion- and flexure-coupled vibration of a damped multi-degree-
of-freedom shafting system subjected to external excitations is 
utilized. In work [24], the modification of the transfer matrix meth-
od was developed for the analysis of bending vibrations of the 
steel composite transmission shafting system. The needed rela-
tions were obtained based on the lamination theory and the layer-
wise beam theory. The achieved results were successfully verified 
by experimental data and FEM. In paper [25], the flexural vibration 
of Timoshenko beams using a distributed lumped modelling tech-

nique are discussed. Two types of elements are discussed: the 
so-called distributed elements (dedicated to parts of shafts with a 
distributed mass) and lumped elements (dedicated to parts of 
shafts with a concentrated mass). The obtained results are suc-
cessfully verified using other techniques. In article [26], the ap-
proach was expanded for analysis of compound shafts, consider-
ing the gyroscopic effect. The proposed technique was effectively 
employed by the authors for a multistep gas turbine rotor system. 
This paper continues the authors’ research [4,5,7] related to ana-
lytical modelling, FEM simulations and model quality evaluation 
techniques of compound mechanical systems. 

The present paper deals with transverse vibrations of a shaft 
of complex geometry. Analytical methods and numerical simula-
tions were used during studies. The novel methodology for evalu-
ation of results of free transverse vibration analysis as generated 
by the FE models of shafts with complex geometry is presented. 
The required analytical models of the transverse vibrations of 
stepped shafts are developed based on the Timoshenko theory. 
Finally, the concluding remarks are made and the adequate natu-
ral forms of vibrations referring to the appropriate natural frequen-
cies of the systems are shown. 

2. FORMULATION OF THE PROBLEM 

This article discusses the vibration problem of dedicated 
stepped shafts which operate in injection pumps. As can be seen 
in Fig. 1, the shaft has a compound stepped shaft arrangement. 
Additionally, the shaft is hollow within a certain portion of its 
length. This geometric shape is due to the specific structure of the 
injection pump. Because of the proprietary nature of the assembly 
construction, the specifications of the shaft are not given. Due to 
its complexity and usually lower values of the natural frequency 
[1,2,10], the case of bending vibrations of the shaft will be ana-
lysed. 

 

 

Fig. 1. Geometrical model of the system under consideration 

The main goal of this work is to develop a reliable methodolo-
gy for evaluating the results of natural transverse vibration anal-
yses in the assumed frequency range as generated by the devel-
oped FE model of the pertinent shaft. It would be a more prefera-
ble situation to have the results of the experimental research of 
the shaft, but at the conceptual and design stage, access to this 
type of data is typically unrealistic. Therefore, the following meth-
odology for evaluating the results of the natural vibration analyses 
generated from the elaborated FE model of the object is pro-
posed. Based on the generated FE model of the system and for 
the arbitrarily chosen boundary conditions determine the values of 
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the natural frequencies of bending vibrations and the correspond-
ing normal modes in the assumed frequency range. Then, a 
stepped shaft model (the simplified model) with simplified geome-
try should be developed, for which it is possible to derive analyti-
cal equations of bending free vibrations. Because the considered 
system does not meet the criterion of the technical theory of thin 
beam vibrations (the so-called Bernoulli beam theory) [2,10], 
therefore, while developing the equations of free vibrations, the 
Timoshenko beam theory (the so-called thick beam theory) will be 
used [2,10]. Then, for the adopted, simplified model, the FE model 
solution and the exact solution of the analytical model are devel-
oped, and for the previously set boundary conditions, the natural 
frequencies and the corresponding vibration natural forms are 
determined. Achieved from the simplified model, the results 
(which come from the analytical solutions and FEM simulation) 
are compared with the results received from the discussed shaft 
FE model and if necessary, the simplified model is modified to 
obtain satisfactory compliance of the results in terms of the adopt-
ed criterion. 

 

Fig. 2. Geometrical model of the three-stepped simplified shaft 

In this paper, it will be shown that satisfactory results can be 
obtained for the discussed shaft, assuming that the simplified 
shaft is a three-stepped hollow shaft (see Fig. 2). In addition, the 
results of the FE model of the discussed system shaft will be 
verified with a model developed based on the MP method [22]. 
The considerations presented in this paper are performed under 
the assumption that the boundary conditions imposed on the 
analysed systems correspond to the conditions of a cantilever 
beam. Because of the specific geometry of the discussed models 
(see Figs. 1–5 and Tab. 1) and the relatively low value of the 
operating speed (<1,500 rpm), the centrifugal and gyroscopic 
effects of the shaft are omitted. In the authors’ humble opinion, the 
proposed methodology will be useful for engineers dealing with 
the transverse vibration analysis of systems of such type, espe-
cially at the design stage. 

3. THEORETICAL FORMULATION 

The subject of the considerations is a stepped shaft, treated 
as a Timoshenko beam, with continuous segments. It is assumed 
that the beam has three compartments and in the individual com-
partments it is homogeneous with a circular–symmetric cross-
section. Little vibration with no damping is considered. The vibra-
tion equation of the Timoshenko beam with the continuous seg-
ments can be written as follows [2,10]: 

−
𝜕

𝜕𝑥
(𝜅𝐴𝑖𝐺 (

𝜕𝑤𝑖

𝜕𝑥
− 𝜙𝑖)) + 𝜌𝐴𝑖

𝜕2𝑤𝑖

𝜕𝑡2 = 0  

−
𝜕

𝜕𝑥
(𝐸𝐼𝑖

𝜕𝜙

𝜕𝑥
) − 𝜅𝐴𝑖𝐺 (

𝜕𝑤𝑖

𝜕𝑥
− 𝜙𝑖) + 𝜌𝐼𝑖

𝜕2𝜙𝑖

𝜕𝑡2 = 0     (1) 

𝑖 = 1,2,3 (1) 

where 𝑤𝑖 = 𝑤𝑖(𝑥, 𝑡) is the transverse beam displacement, 

𝜑𝑖 = 𝜑𝑖(𝑥, 𝑡) is the rotation of the beam cross section, 

𝑥 and 𝑡 are the coordinate and the time, 𝜅 is the shear correction 

factor, 𝑙1, 𝑙2 and 𝑙3 are the beam dimensions, 𝐴1, 𝐴2 and 𝐴3 are 
the cross-sectional areas of the corresponding compartments of 

the beam, 𝐼1, 𝐼2 and 𝐼3 are the area moments of inertia of cross 

sections of the appropriate compartments of the beam, 𝜌 is the 
mass density, 𝐸 is the Young’s modulus of elasticity and 𝐺 is the 
modulus of elasticity in shear (i.e., Kirchhoff‘s modulus). In Eq. (1), 

𝑖 = 1  for 0 ≤ 𝑥 ≤ 𝑙1, 𝑖 = 2  for 𝑙1 ≤ 𝑥 ≤ 𝑙1 + 𝑙2 and 𝑖 = 3  
for 𝑙1 + 𝑙2 ≤ 𝑥 ≤ 𝑙1 + 𝑙2 + 𝑙3. 

For the cantilever beam case, the appropriate boundary condi-
tions are as follows [2,10]: 

𝑤1(0, 𝑡) = 0,  𝜙1(0, 𝑡) = 0,  
𝜕𝜙3(𝑙1+𝑙2+𝑙3,𝑡)

𝜕𝑥
= 0,  

𝜕𝑤3(𝑙1+𝑙2+𝑙3,𝑡)

𝜕𝑥
− 𝜙3(𝑙1 + 𝑙2 + 𝑙3, 𝑡) = 0.                               (2)                 

In the boundary sections of homogeneous compartments of 
the beam, the compatibility conditions provide the following 

groups of equations [2,10], i.e., for 𝑥 = 𝑙1: 

𝑤1(𝑙1, 𝑡) = 𝑤2(𝑙1, 𝑡),  𝜙1(𝑙1, 𝑡) =

𝜙2(𝑙1, 𝑡),  𝐸𝐼1
𝜕𝜙1(𝑙1,𝑡)

𝜕𝑥
= 𝐸𝐼2

𝜕𝜙2(𝑙1,𝑡)

𝜕𝑥
,            (3) 

𝜅𝐴1𝐺 (
𝜕𝑤1(𝑙1,𝑡)

𝜕𝑥
− 𝜙1(𝑙1, 𝑡)) = 𝜅𝐴2𝐺 (

𝜕𝑤2(𝑙1,𝑡)

𝜕𝑥
− 𝜙2(𝑙1, 𝑡)).      

and for 𝑥 = 𝑙1 + 𝑙2: 

𝑤2(𝑙1 + 𝑙2, 𝑡) = 𝑤3(𝑙1 + 𝑙2, 𝑡), 𝜙2(𝑙1 + 𝑙2, 𝑡)
= 𝜙3(𝑙1 + 𝑙2, 𝑡), 

𝐸𝐼2
𝜕𝜙2(𝑙1+𝑙2,𝑡)

𝜕𝑥
= 𝐸𝐼3

𝜕𝜙3(𝑙1+𝑙2,𝑡)

𝜕𝑥
,         (4) 

𝜅𝐴2𝐺 (
𝜕𝑤2(𝑙1+𝑙2,𝑡)

𝜕𝑥
− 𝜙2(𝑙1 + 𝑙2, 𝑡)) = 𝜅𝐴3𝐺 (

𝜕𝑤3(𝑙1+𝑙2,𝑡)

𝜕𝑥
−

𝜙3(𝑙1 + 𝑙2, 𝑡)).                                   

The first two relations in Eqs (3) and (4) are the continuity 
conditions and the last two are the equilibrium conditions, respec-
tively. 

4. FREE VIBRATION ANALYSIS 

The objective of this section is to determine an analytical solu-
tion for the free vibration of the discussed system. To solve the 
system Eq. (1), the Bernoulli–Fourier method (separation of varia-
bles) can be used. So, the general solution to Eq. (1) takes the 
following form [2,10]: 

𝑤𝑖(𝑥, 𝑡) = 𝑊𝑖(𝑥)𝑇(𝑡), 𝜙𝑖(𝑥, 𝑡) = 𝐹𝑖(𝑥)𝑇(𝑡),  
𝑇(𝑡) = 𝐴 𝑐𝑜𝑠(𝜔𝑡) + 𝐵 𝑠𝑖𝑛(𝜔𝑡) ,  𝑖 = 1,2,3                      (5) 

where 𝜔 is the circular frequency of the discussed system vibra-
tion. After introducing solution (5) to Eq. (1) it can produce the 
following equation: 

𝑊𝑖
″(𝑥) + 𝑎0𝑊𝑖(𝑥) − 𝐹𝑖

′(𝑥) = 0,                                                          
𝐹𝑖

″(𝑥) + 𝑏𝑖𝑊𝑖
′(𝑥) − 𝑐0𝐹𝑖

′(𝑥) = 0,  𝑖 = 1,2,3                   (6)                     

where 

𝑎0 = 𝜔2 𝜌

𝜅𝐺
, 𝑏𝑖 =

𝜅𝐴𝑖𝐺

𝐸𝐼𝑖
, 𝑐𝑖 = 𝜔2 𝜌

𝐸
−

𝜅𝐴𝑖𝐺

𝐸𝐼𝑖
, 𝑖 = 1,2,3        (7) 

and the prime refers to the derivative of the function to 𝑥. By 

eliminating the function 𝐹𝑖(𝑥)(𝑖 = 1,2,3) from Eq. (6), one can 
get equations for transverse displacements 𝑊1(𝑥),𝑊2(𝑥)  and 

𝑊3(𝑥) in the following form: 
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𝑊1
(𝐼𝑉)(𝑥) + (𝑎0 + 𝑏1 + 𝑐1)𝑊1

″(𝑥) + 𝑎0𝑐1𝑊1(𝑥) = 0 

𝑊2
(𝐼𝑉)(𝑥) + (𝑎0 + 𝑏2 + 𝑐2)𝑊2

″(𝑥) + 𝑎0𝑐2𝑊2(𝑥) = 0       (8) 

𝑊3
(𝐼𝑉)(𝑥) + (𝑎0 + 𝑏3 + 𝑐3)𝑊3

″(𝑥) + 𝑎0𝑐3𝑊3(𝑥) = 0                                                             

The boundary conditions (2) in terms of 𝑊𝑖(𝑥) take the fol-
lowing form: 

𝑊1(0) = 0,  𝑊1
‴(0) + (𝑎0 + 𝑏1)𝑊1

′(0) = 0,  
𝑊3

″(𝑙1 + 𝑙2 + 𝑙3) + 𝑎0𝑊3(𝑙1 + 𝑙2 + 𝑙3) = 0,                  (9) 

𝑊3
‴(𝑙1 + 𝑙2 + 𝑙3) + (𝑎0 + 𝑏3 + 𝑐3)𝑊3

′(𝑙1 + 𝑙2 + 𝑙3) = 0                           

And accordingly, the compatibility conditions (3) and (4) at 

𝑥 = 𝑙1 in terms of 𝑊𝑖(𝑥) become: 

 𝑊1(𝑙1) = 𝑊2(𝑙1),   
1

𝑐1
[𝑊1

‴(𝑙1) + (𝑎0 + 𝑏1)𝑊1
′(𝑙1)] =

1

𝑐2
[𝑊2

‴(𝑙1) + (𝑎0 + 𝑏2)𝑊2
′(𝑙1)], 𝐸𝐼1[𝑊1

″(𝑙1) +

𝑎0𝑊1(𝑙1)] = 𝐸𝐼2[𝑊2
″(𝑙1) + 𝑎0𝑊2(𝑙1)],      (10)                                                      

 𝜅𝐴1𝐺[𝑊1
‴(𝑙1) + (𝑎0 + 𝑏1 + 𝑐1)𝑊1

′(𝑙1)] =
𝜅𝐴2𝐺[𝑊2

‴(𝑙1) + (𝑎0 + 𝑏2 + 𝑐2)𝑊2
′(𝑙1)]                      

and at 𝑥 = 𝑙1 + 𝑙2 they take the following form: 

𝑊2(𝑙1 + 𝑙2) = 𝑊3(𝑙1 + 𝑙2),  
1

𝑐2

[𝑊2
‴(𝑙1 + 𝑙2) + (𝑎0 + 𝑏2)𝑊2

′(𝑙1 + 𝑙2)] 

=
1

𝑐3
[𝑊3

‴(𝑙1 + 𝑙2) + (𝑎0 + 𝑏3)𝑊3
′(𝑙1 + 𝑙2)],                    (11) 

 𝐸𝐼2[𝑊2
″(𝑙1 + 𝑙2) + 𝑎0𝑊2(𝑙1 + 𝑙2)]

= 𝐸𝐼3[𝑊3
″(𝑙1 + 𝑙2) + 𝑎0𝑊3(𝑙1 + 𝑙2)], 

𝜅𝐴2𝐺[𝑊2
‴(𝑙1 + 𝑙2) + (𝑎0 + 𝑏2 + 𝑐2)𝑊2

′(𝑙1 + 𝑙2)] =
𝜅𝐴3𝐺[𝑊3

‴(𝑙1 + 𝑙2) + (𝑎0 + 𝑏3 + 𝑐3)𝑊3
′(𝑙1 + 𝑙2)]      

In this article, the case where the natural frequencies are be-
low the critical value is analysed. It gives the following restrictions 
on the value of the frequency range: 

𝜔2 <
𝜅𝐴𝑖𝐺

𝜌𝐼𝑖
,   𝑖 = 1,2,3                                     (12) 

Conditions (12) guarantee the harmonic type of free vibration. 
The general solution for the discussed case can be written as 
[2,10]: 

𝑊𝑖(𝑥) = 𝐷𝑖1 𝑐𝑜𝑠(𝜆𝑖1𝑥) + 𝐷𝑖2 𝑠𝑖𝑛(𝜆𝑖1𝑥) + (13) 

𝐷𝑖3 𝑐𝑜𝑠ℎ(𝜆𝑖2𝑥) + 𝐷𝑖4 𝑠𝑖𝑛ℎ(𝜆𝑖2𝑥) ,  𝑖 = 1,2,3 

where 

2𝜆𝑖1
2 = 𝛼 + √𝛾2 + 𝜂𝑖 , 2𝜆𝑖2

2 = −𝛼 + √𝛾2 + 𝜂𝑖 ,                                                         
𝑖 = 1,2,3  (14) 

and  

𝛼 = 𝜔2𝜌 (
1

𝜅𝐺
+

1

𝐸
) ,  𝛾 = 𝜔2𝜌 (

1

𝐸
−

1

𝜅𝐺
) ,  𝜂𝑖 =

4𝜔2𝜌𝐴𝑖

𝐸𝐼𝑖
,   𝑖 = 1,2,3                                                             (15) 

Substituting Eq. (13) into Eqs (10) and (11), the following ma-
trix equations are obtained: 

𝑻1 [

𝐷11

𝐷12

𝐷13

𝐷14

] = 𝑻21 [

𝐷21

𝐷22

𝐷23

𝐷24

]and𝑻22 [

𝐷21

𝐷22

𝐷23

𝐷24

] = 𝑻3 [

𝐷31

𝐷32

𝐷33

𝐷34

]              (16) ( 16 ) 

where 

𝑻1 =

[
 
 
 

𝑐𝑜𝑠(𝜆11𝑙1) 𝑠𝑖𝑛(𝜆11𝑙1) 𝑐𝑜𝑠ℎ(𝜆12𝑙1) 𝑠𝑖𝑛ℎ(𝜆12𝑙1)

𝑐2𝑚211 𝑠𝑖𝑛(𝜆11𝑙1) 𝑐2𝑚221 𝑐𝑜𝑠(𝜆11𝑙1) 𝑐2𝑚21 𝑠𝑖𝑛ℎ(𝜆12𝑙1) 𝑐2𝑚21 𝑐𝑜𝑠ℎ(𝜆12𝑙1)

𝑚311 𝑐𝑜𝑠(𝜆11𝑙1) 𝑚311 𝑠𝑖𝑛(𝜆11𝑙1) 𝑚321 𝑐𝑜𝑠ℎ(𝜆12𝑙1) 𝑚321 𝑠𝑖𝑛ℎ(𝜆12𝑙1)

𝑚411 𝑠𝑖𝑛(𝜆11𝑙1) 𝑚421 𝑐𝑜𝑠(𝜆11𝑙1) 𝑚41 𝑠𝑖𝑛ℎ(𝜆12𝑙1) 𝑚41 𝑐𝑜𝑠ℎ(𝜆12𝑙1) ]
 
 
 

         (17) 

𝑻21 =

[
 
 
 

𝑐𝑜𝑠(𝜆21𝑙1) 𝑠𝑖𝑛(𝜆21𝑙1) 𝑐𝑜𝑠ℎ(𝜆22𝑙1) 𝑠𝑖𝑛ℎ(𝜆22𝑙1)

𝑐1𝑚212 𝑠𝑖𝑛(𝜆21𝑙1) 𝑐1𝑚222 𝑐𝑜𝑠(𝜆21𝑙1) 𝑐1𝑚22 𝑠𝑖𝑛ℎ(𝜆22𝑙1) 𝑐1𝑚22 𝑐𝑜𝑠ℎ(𝜆22𝑙1)

𝑚312 𝑐𝑜𝑠(𝜆21𝑙1) 𝑚312 𝑠𝑖𝑛(𝜆21𝑙1) 𝑚322 𝑐𝑜𝑠ℎ(𝜆22𝑙1) 𝑚322 𝑠𝑖𝑛ℎ(𝜆22𝑙1)

𝑚412 𝑠𝑖𝑛(𝜆21𝑙1) 𝑚422 𝑐𝑜𝑠(𝜆21𝑙1) 𝑚42 𝑠𝑖𝑛ℎ(𝜆22𝑙1) 𝑚42 𝑐𝑜𝑠ℎ(𝜆22𝑙1) ]
 
 
 

    (18) 

𝑻22 =

[
 
 
 

𝑐𝑜𝑠(𝜆21𝑙12) 𝑠𝑖𝑛(𝜆21𝑙12) 𝑐𝑜𝑠ℎ(𝜆22𝑙12) 𝑠𝑖𝑛ℎ(𝜆22𝑙12)

𝑐3𝑚212 𝑠𝑖𝑛(𝜆21𝑙12) 𝑐3𝑚222 𝑐𝑜𝑠(𝜆21𝑙12) 𝑐3𝑚22 𝑠𝑖𝑛ℎ(𝜆22𝑙12) 𝑐3𝑚22 𝑐𝑜𝑠ℎ(𝜆22𝑙12)

𝑚312 𝑐𝑜𝑠(𝜆21𝑙12) 𝑚312 𝑠𝑖𝑛(𝜆21𝑙12) 𝑚322 𝑐𝑜𝑠ℎ(𝜆22𝑙12) 𝑚322 𝑠𝑖𝑛ℎ(𝜆22𝑙12)

𝑚412 𝑠𝑖𝑛(𝜆21𝑙12) 𝑚422 𝑐𝑜𝑠(𝜆21𝑙12) 𝑚42 𝑠𝑖𝑛ℎ(𝜆22𝑙12) 𝑚42 𝑐𝑜𝑠ℎ(𝜆22𝑙12) ]
 
 
 

,       𝑙12 = 𝑙1 + 𝑙2             (19)                     

𝑻3 =

[
 
 
 

𝑐𝑜𝑠(𝜆31𝑙12) 𝑠𝑖𝑛(𝜆31𝑙12) 𝑐𝑜𝑠ℎ(𝜆32𝑙12) 𝑠𝑖𝑛ℎ(𝜆32𝑙12)

𝑐2𝑚213 𝑠𝑖𝑛(𝜆31𝑙12) 𝑐2𝑚223 𝑐𝑜𝑠(𝜆31𝑙12) 𝑐2𝑚23 𝑠𝑖𝑛ℎ(𝜆32𝑙12) 𝑐2𝑚23 𝑐𝑜𝑠ℎ(𝜆32𝑙12)

𝑚313 𝑐𝑜𝑠(𝜆31𝑙12) 𝑚313 𝑠𝑖𝑛(𝜆31𝑙12) 𝑚323 𝑐𝑜𝑠ℎ(𝜆32𝑙12) 𝑚323 𝑠𝑖𝑛ℎ(𝜆32𝑙12)

𝑚413 𝑠𝑖𝑛(𝜆31𝑙12) 𝑚423 𝑐𝑜𝑠(𝜆31𝑙12) 𝑚43 𝑠𝑖𝑛ℎ(𝜆32𝑙12) 𝑚43 𝑐𝑜𝑠ℎ(𝜆32𝑙12) ]
 
 
 

,         𝑙12 = 𝑙1 + 𝑙2              (20)                               

and  

𝑚21𝑖 = 𝜆𝑖1
3 − (𝑎0 + 𝑏𝑖)𝜆𝑖1,  𝑚31𝑖 = 𝐼𝑖(−𝜆𝑖1

2 + 𝑎0),  

𝑚41𝑖 = 𝐴𝑖(𝜆𝑖1
3 − (𝑎0 + 𝑏𝑖 + 𝑐𝑖)𝜆𝑖1), 

𝑚22𝑖 = −𝜆𝑖1
3 + (𝑎0 + 𝑏𝑖)𝜆𝑖1, 𝑚32𝑖 = 𝐼𝑖(𝜆𝑖2

2 + 𝑎0),  

𝑚42𝑖 = 𝐴𝑖(−𝜆𝑖1
3 + (𝑎0 + 𝑏𝑖 + 𝑐𝑖)𝜆𝑖1),                              (21) 

𝑚2𝑖 = 𝜆𝑖2
3 + (𝑎0 + 𝑏𝑖)𝜆𝑖2, 𝑖 = 1,2,3,      

𝑚4𝑖 = 𝐴𝑖(𝜆𝑖2
3 + (𝑎0 + 𝑏𝑖 + 𝑐𝑖)𝜆𝑖2)   

As in paper [13], the boundary conditions can be written as 
follows: 

𝑲1 [

𝐷11

𝐷12

𝐷13

𝐷14

] + 𝑲3 [

𝐷31

𝐷32

𝐷33

𝐷34

] = 0         (22) 

where 

𝑲1 = [

1 0 1 0
0 𝑚221 0 𝑚21

0 0 0 0
0 0 0 0

]        (23) 
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𝑲3 =

[
 
 
 
 

0 0 0 0
0 0 0 0

𝑚313

𝐼3
𝑐𝑜𝑠(𝜆31𝑙13)

𝑚313

𝐼3
𝑠𝑖𝑛(𝜆31𝑙13)

𝑚323

𝐼3
𝑐𝑜𝑠ℎ(𝜆32𝑙13)

𝑚323

𝐼3
𝑠𝑖𝑛ℎ(𝜆32𝑙13)

𝑚413

𝐴3
𝑠𝑖𝑛(𝜆31𝑙13)

𝑚423

𝐴3
𝑐𝑜𝑠(𝜆31𝑙13)

𝑚43

𝐴3
𝑠𝑖𝑛ℎ(𝜆32𝑙13)

𝑚43

𝐴3
𝑐𝑜𝑠ℎ(𝜆32𝑙13) ]

 
 
 
 

,      𝑙13 = 𝑙1 + 𝑙2 + 𝑙3                          (24) 

Using Eq. (16), the coefficient vectors [𝐷11𝐷12𝐷13𝐷14]
𝑇 and 

[𝐷21𝐷22𝐷23𝐷24]
𝑇  can be eliminated to give: 

[

𝐷11

𝐷12

𝐷13

𝐷14

] = 𝑻1
−1𝑻21𝑻22

−1𝑻3 [

𝐷31

𝐷32

𝐷33

𝐷34

]        (25) 

and the boundary condition (22) can be written in the matrix form: 

[𝑲1𝑻1
−1𝑻21𝑻22

−1𝑻3 + 𝑲3] [

𝐷31

𝐷32

𝐷33

𝐷34

] = 0        (26) 

The determinant equation in the natural frequencies is ob-
tained from the condition of nontrivial solution. It yields the secular 
determinant: 

|𝑲1𝑻1
−1𝑻21𝑻22

−1𝑻3 + 𝑲3| = 0        (27) 

where the roots of the determinant Eq. (27) 𝜔 = 𝜔𝑛, (𝑛 =
1,2,3, … ) are the exact natural frequencies. The corresponding 
eigenvectors of Eq. (26) together with Eq. (16) determine the 
eigenfunctions in terms of Eq. (13). The eigenfunctions give the 
normal modes of the cantilever stepped Timoshenko beam. 

5. MYKLESTAD–PROHL METHOD ANALYSIS 

A relatively convenient method of determining the natural fre-
quency and the corresponding normal modes of shafts and beams 
is the MP numerical method [22]. In the initial assumption, it con-
sists of the value of the natural frequency sought, and checking 
whether this value meets the adopted boundary conditions. If not, 
the calculations are repeated for the next value. The shaft (or 
beam) is divided into the so-called calculation points, located at 
the contact points of homogeneous sections of the stepped shaft 
(or beam). At each k – the calculation point, the following quanti-
ties are determined: shaft (beam) transverse displacement Yk, 

deflection angle ψk, bending moment Mk and shear force Tk, 
according to the following equation [22]: 

𝑌𝑘+1 = 𝑌𝑘 + 𝑧𝑘+1𝜓𝑘 +
𝑧𝑘+1
2

2𝐸𝐼𝑘+1
𝑀𝑘 +

𝑧𝑘+1
3

6𝐸𝐼𝑘+1
𝑇𝑘 , 

𝜓𝑘+1 = 𝜓𝑘 +
𝑧𝑘+1

𝐸𝐼𝑘+1
𝑀𝑘 +

𝑧𝑘+1
2

2𝐸𝐼𝑘+1
𝑇𝑘 ,      (28) 

𝑀𝑘+1 = 𝑀𝑘 + 𝑧𝑘+1𝑇𝑘 ,    

𝑇𝑘+1 = 𝑇𝑘 + 𝑚𝑘+1𝜔
2𝑧𝑘+1.        

where zk+1 is the distance between points k and k + 1, Ik+1 is 
the area moment of inertia of the cross section of the shaft (beam) 

between points k and k + 1, 𝐸 is the aforementioned earlier 
Young‘s modulus, mk  is the discrete mass in 𝑘-th point and 𝜔 is 
the assumed natural frequency. Boundary conditions for the dis-
cussed calculation case (cantilever beam) take the following form: 

𝑌0 = 0,  𝜓0 = 0,  𝑀𝑘𝑜 = 0,  𝑇𝑘𝑜 = 0                          (29) 

where ko is the final calculation point. More information on the MP 
method can be found in reference [22]. 

6. FE REPRESENTATIONS 

In this section the FE models of the discussed systems are 
formulated. The free vibration of each of the achieved discrete 
models (FE models of discussed objects) is described by the set 
of independent (decoupled) differential equations, cast in modal 
generalised coordinates through the use of the normal modes of 
the system [1]. The solution to the independent modal equations 
is superimposed to obtain the response of the system. To deter-
mine the eigenpairs (eigenvalue and eigenvector) related to the 
natural frequencies and corresponding normal modes of the dis-
cussed systems, the block Lanczos method is used [1]. The elab-
orated FE models are treated as approximations of the analytical 
models of the considered systems (especially the stepped simpli-
fied shafts). 

 
Fig. 3. FE model of the system under consideration 

The modelling and analysis process are conducted using the 
ANSYS WORKBENCH software. To obtain models with the opti-
mal number of elements, the surfaces resulting from the softening 
of feather edges are ignored in the geometrical models. This is 
addressed specifically for the model of the considered shaft. 
During the mesh generation process of the discussed systems, 
the 10-node tetrahedral element, with three degrees of freedom in 
each node, is applied. Moreover, it is assumed that the maximum 
length of the FE side in each model is ≤3.5 mm. The prepared 
model of the discussed shaft is shown in Fig. 3 and it includes 
52,777 solid elements. The primary geometric dimensions of the 
accepted simplified stepped shaft (diameters: (D1, D2, D3, d1, d2, 
d3) lengths: (l1, l2, l3)) are shown in Fig. 4, and were partially 
taken from the considered system. 

 
Fig. 4. Geometric dimensions of the three-stepped simplified shaft 

The simplified stepped shaft FE models are prepared accord-
ing to the same rules as those used with the FE model of the 
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discussed shaft. The two FE models of the simplified stepped 
shaft were developed with slight dimensional differences. The first 
FE model includes 32,871 FEs and the second model includes 
36,158 elements. The prepared FE simplified models are shown 
in Fig. 5. 

 

 
Fig. 5. FE models of the simplified stepped shaft: (a) the first model  
           and (b) the second model 

For each model case, the boundary conditions were assumed 
as for a cantilever beam, fixing the end of the shaft with a larger 
diameter. The difference between the discussed models is defined 
as follows [6]: 

𝜀 = (𝜔𝑓 − 𝜔𝑒) 𝜔𝑒⁄ ⋅ 100%                (30) 

where ωf and ωe are the natural frequencies of the approximate 
and reference models, respectively. Eq. (30) is the so-called 
frequency error [6]. As will be shown later, there is a significant 
similarity in the shape of the respective normal modes of individu-
al models. For this reason, the similarity measure due to the 
normal modes (Modal Assurance Criterion (MAC indica-
tor)).indicator) is not used. 

7. NUMERICAL ANALYSIS 

Numerical solutions for free vibrations analysis of the systems 
considered earlier are determined. This section of the study dis-
cusses and compares only the first six natural frequencies and 
mode shapes for transverse types of vibrations. As mentioned 
earlier, it is not possible to disclose the dimensions of the system 
under consideration, while the geometric dimensions of the three 
simplified stepped shafts are given in Tab. 1 and the needed 
technical data are given in Tab. 2. According to the theory 
[1,2,10], it should be expected that the normal modes of the trans-
verse vibrations of the considered systems will occur within two 
perpendicular planes. In these considerations, the results of the 
vibration analysis of the  pump shaft’s FE model (see Fig. 3) are 
used as the reference data. 

As the considered shaft does not show circular symmetry, one 
should expect the occurrence of slight differences in the shape of 
the same normal modes and in the values of the corresponding 
natural frequencies in the perpendicular planes mentioned. Fig. 6 
shows how the vibration planes are set, where the first vibration 
plane is the plane shown in Fig. 6a, and the second vibration 
plane is the plane shown in Fig. 6b. 

Tab. 1. Parameters characterising the simplified stepped shafts  
             (see Fig. 4) 

No. of 
the 

model 

D1 
(mm) 

D2 
(mm) 

D3 
(mm) 

d1 
(mm) 

d2 
(mm) 

d3 
(mm) 

l1 

(mm) 
l2 

(mm) 
l3 

(mm) 

1 85 37 26 29 20 0 38 139 220 

2 85 37 26 27 18 4 38 139 220 

Tab. 2. Technical data of the systems under study 

E (Pa) ρ (kg/m3) ν κ 

2∙1011 7,850 0.3 0.9 

 

 

Fig. 6. Planes of transverse vibration: (a) the first plane  
            and (b) the second plane 

For example, the term transverse vibration in the first plane 
should be understood to mean that the potential induced trans-
verse displacement may take place in the vertical plane, shown in 
Fig. 6a, while when speaking of the transverse vibration in the 
second plane, it is understood that it is the transverse movement 
in the horizontal plane shown in Fig. 6b. Tab. 3 shows the values 
of the natural frequencies of the shaft under consideration ob-
tained from the FEM simulation. In the second row of Tab. 3, the 
frequency values refer to the vibration modes in the first plane, 
and the frequency values from the third row refer to the vibration 
modes in the second plane. When analysing the obtained results, 
there are slight differences in the frequency values related to 
individual normal modes. As mentioned earlier, the results in 
Tab. 3 are taken as reference data. A visualization of the relevant 
mode shapes is included in the  Fig. 7, 12  

Tab. 3. Natural frequencies of the studied shaft (FEM solution) 

No. of  
frequencies (n) 

1 2 3 4 5 6 

ωn (Hz) 

199.50 
1,135.

49 

2,747.

01 

4,879.

47 

7,504.

79 

10,304

.44 

213.57 
1,133.

79 

2,809.

93 

5,150.

03 

7,533.

49 

10,016

.96 

FEM, finite element method. 
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Tab. 4 presents the values of the natural frequencies obtained 
from the FEM simulation of two FE models of the three simplified 
stepped shafts and their respective frequency errors (30). Due to 
their geometry, simplified models are circularly symmetric sys-
tems. When analysing the obtained results, it can be seen that in 

relation to the frequency ω1 in both cases of simplified models, 
the compliance of the frequency value with the value of the natural 
frequency of the discussed system relating to the natural form of 
vibrations in the second plane is better (<5%). In both the model 

cases, for the frequency ω2 there is a frequency error >10%. 
Thus, it is generally disadvantageous. In other cases, the fre-
quency error has absolute values of ≤7%. In general, it can be 
concluded that the obtained results are satisfactory and there is a 
significant dynamic similarity of the proposed simplified models 
with the reference model in terms of the adopted criterion (the 
frequency error (30)). 

Tab. 4. Result of simulation for the auxiliary models (FEM solution) 

n 

1 2 3 4 5 6 No. of 
auxiliary 
models 

Natural frequencies of the first auxiliary model ωn (Hz) 

1 

219.98 984.15 
2,619.

2 

4,929.

0 

7,370.

7 
10,692 

220.00 984.26 
2,619.

3 

4,929.

4 

7,371.

0 
10,692 

Natural frequencies of the second auxiliary model ωn (Hz) 

2 

226.01 995.2 
2,623.

7 

4,945.

2 

7,397.

1 
10,704 

226.01 995.3 
2,624.

0 

4,945.

5 

7,397.

5 
10,704 

Frequency error of the auxiliary models εn (%) 

1 
10.26 −13.33 −4.65 1.02 −1.79 3.76 

3.01 −13.19 −6.78 −4.28 −2.16 6.74 

2 
13.28 −12.36 −4.49 1.35 −1.44 3.88 

5.83 −12.21 −6.62 −3.97 −1.81 6.86 

FEM, finite element method. 

Tab. 5 presents the values of the natural frequencies obtained 
from the analytical solution of secular Eq. (27) relating to two 
models of the three stepped simplified shafts (the first four rows). 
The last four rows in Tab. 5 contain frequency errors (30) resulting 
from a comparison of the results of analytical solutions (27) with 
the results of the FEM simulation of the discussed system (see 
Tab. 3). When analysing the obtained results, it is noticed that in 

both cases of simplified models, for the frequency ω2, there is a 
frequency error with an absolute value >19%, so it is, of course, 
disadvantageous, but in other cases, the frequency error takes 
absolute values <7.2%. One subject of further research will be to 
determine why there are a relatively large absolute values of the 

frequency error only for the frequency ω2. In general, it can be 
concluded that the obtained results are more satisfactory as in the 
previous case (see Tab. 4) and there is a significant dynamic 
similarity between the proposed simplified analytical models 
(stepped Timoshenko beams) and the reference model in terms of 
the adopted criterion (the frequency error (30)). 

Tab. 5. Result of simulation for the auxiliary models (analytical solutions) 

n 

1 2 3 4 5 6 No. of 
auxiliary 
models 

Natural frequencies of the first auxiliary model ωn (Hz) 

1 

198.57 896.46 
2,841.

6 

4,838.

5 

7,362.

2 
1,0286 

198.57 896.46 
2,841.

6 

4,838.

5 

7,362.

2 
1,0286 

Natural frequencies of the second auxiliary model ωn (Hz) 

2 

206.16 914.51 
2,830.

6 

4,807.

3 

7,353.

6 
1,0195 

206.16 914.51 
2,830.

6 

4,807.

3 

7,353.

6 
1,0195 

Frequency error of the auxiliary models εn (%) 

1 
−0.47 −21.05 3.44 −0.84 −1.9 −0.18 

−7.02 −20.93 1.13 −6.05 −2.27 2.69 

2 
3.33 −19.46 3.04 −1.48 −2.02 −1.06 

−3.47 −19.34 0.74 −6.66 −2.39 1.78 

In Tab. 6 the values of the frequency errors come from com-
parison of the results of analytical solutions (27), with the results 
of the FEM simulation of the auxiliary models (simplified stepped 
shaft models) shown. In this case, the results of analytical solu-
tions (27) of the auxiliary models were taken as reference data. 
When analysing the obtained results, it is noticed that in relation to 
the first simplified model for the first natural frequency (ω1) the 
frequency error is slightly >10%, for the second natural frequency 

(ω2) the frequency error is ≤10%. For the remaining frequencies, 
the frequency error in absolute terms is <7.5%. In the case of the 
second simplified model, for the first two frequencies, the frequen-
cy error is slightly >9%, and for the remaining frequencies, the 
frequency error absolute value is <7%. With regard to the second 
simplified model, the FEM solution shows better compliance in 
terms of the adopted criterion with the analytical solution com-
pared with the results obtained for the first simplified model. Over-
all, it can be said that the results presented in Tab. 6 are satisfac-
tory. 

Tab. 6. Evaluation of the quality of the auxiliary models  
             (analytical and FEM solutions) 

n 

1 2 3 4 5 6 No. of 
auxiliary 
models 

Frequency error of the first auxiliary model εn (%) 

1 
10.78 9.78 −7.83 1.87 0.12 3.95 

10.79 9.79 −7.82 1.88 0.12 3.95 

Frequency error of the second auxiliary model εn (%) 

2 
9.63 8.82 −7.31 2.87 0.59 4.99 

9.63 8.83 −7.3 2.88 0.6 4.99 

FEM, finite element method 
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The results in Tab. 7 concern the comparison of the results 
obtained from the MP method with the results achieved from the 
FE model of the discussed system. In this case as before, the 
results obtained from the FE model of the discussed system (see 
Tab. 3) are taken as reference data. When developing the MP 
model of the shaft, the system was divided into 28 sections with 
lengths ranging from 10 mm to 20 mm, thus obtaining 29 calcula-
tion points. The required mass values at calculation points and the 
area moments of inertia of individual sections between the points 
were determined using the Autodesk Inventor environment. As in 
the previous cases, the boundary conditions were assumed as for 
a cantilever beam (Eq. 29). Relevant calculations were made in 
accordance with Eqs (28) and (29). As the considered shaft is not 
a circular-symmetric system, it should be expected that the trans-
verse vibrations will take place in the first and second planes 
(Fig. 6). For this reason, it was necessary to develop two MP 
models, taking into account the above-mentioned planes of possi-
ble movement. In the computational process, the values of the 
moments of inertia were modified in a certain group of intervals 
and the obtained results are summarized in Tab. 7. The last two 
rows in Tab. 7 contain frequency errors (30) resulting from the 
comparison of the results of MP models solutions (28) with the 
results of the FEM simulation of the discussed system (see 
Tab. 3). The first MP model shows a satisfactory agreement with 
the reference model in terms of the adopted criterion (for each 
natural frequency, the absolute value of the frequency error is 

<8.21%). In the second MP model, for the frequency ω6 there is a 
frequency error with the absolute value of 14.9%, which is unfa-
vourable. The frequency errors for the remaining natural frequen-
cies of the second MP model are at an acceptable level of value. 
Overall, it can be said that the results presented in Tab. 7 are 
satisfactory. 

Tab. 7. Results of simulation by using Myklestad–Prohl models 

n 

1 2 3 4 5 6 No.  
of models 

Natural frequencies of the proposed MP models ωn (Hz) 

1 
200.7

5 

1,157.

2 

2,824.

8 

5,027.

8 

7,997.

5 
1,1225 

2 213.5 
1,182.

4 

2,928.

7 

5,301.

0 

8,342.

5 
1,1660 

Frequency error of the MP models εn (%) 

1 −0.62 −1.88 −2.75 −2.95 −6.16 −8.20 

2 0.03 −4.11 −4.06 −2.85 −9.70 −14.9 

MP, Myklestad–Prohl 

Summarizing the presented results, a satisfactory compliance 
of the proposed simplified models and the Myklestad–Prohl mod-
els with the FE model of the analysed shaft in terms of the adopt-
ed criterion is noticed. Satisfactory compliance with the analytical 
models is particularly important. The obtained results confirm the 
correctness of the proposed verification strategy for FE models of 
machine shaft type systems. 

Graphical visualization of the mode shapes of the system un-
der study can be seen below (Fig 7, 8, 9, 10, 11, 12). 

 

 
Fig. 7. Mode shapes related to the frequencyω1: (a) the first vibration  

           plane and (b) the second vibration plane 

 

 
Fig. 8. Mode shapes related to the frequencyω2: (a) the first vibration  

            plane and (b) the second vibration plane 

 

 
Fig. 9. Mode shapes related to the frequencyω3: (a) the first vibration  

           plane and (b) the second vibration plane 
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Fig. 10. Mode shapes related to the frequency ω4: (a) the first vibration  

             plane and (b) the second vibration plane 

 

 
Fig. 11. Mode shapes related to the frequencyω5: (a) the first vibration  

              plane and (b) the second vibration plane 

 

 
Fig. 12. Mode shapes related to the frequencyω6: (a) the first vibration  

             plane and (b) the second vibration plane 

8. SUMMARY 

This paper presents the studies of the free transverse vibra-
tions of shafts with compound geometry using analytical and 
numerical methods. The methodology for evaluating the results of 
the natural vibration analysis generated from the FE model of the 
shaft is proposed. The required analytical models of the trans-
verse vibrations of the stepped shafts were developed based on 
the Timoshenko beam theory. Needed analytical solutions of the 
free vibrations of the discussed system are determined by using 
the separation of variables method. The effectiveness of the 
suggested approach is tested by using the selected geometrical 
model of the shaft dedicated to work in an injection pump. The 
analytical solutions are compared with the corresponding FEM 
solutions. The proposed analytical and numerical models give 
satisfactory results for a wide range of frequencies. It is remarka-
ble how the analytical approach reduces the calculation time and 
computer memory requirements, and computing power when 
compared with the FEM solutions. The obtained results of the 
analysis indicate the usefulness of the MP method in the field of 
preliminary analysis of transverse vibrations of shaft-type systems 
with complex geometry. Considering the achieved results, it can 
be stated that when structures are analysed at their initial stage of 
development, simplified calculation models can be used for pre-
liminary estimates of dynamic parameters of interest to the user. 
These models make it possible to pre-define the order of magni-
tude of the dynamic parameters of the tested objects of interest 
and provide some information on the quality of FEM solutions. 
The method proposed herein may be useful for dynamic analysis 
of systems such as various types of machine shafts. 
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Abstract: Nowadays, various small specimen test techniques have gained wide popularity and appreciation among researchers as they 
offer undoubtful benefits in terms of structural material characterisation. This paper focuses on small punch tests (SPTs) performed  
on small-sized disc specimens to assess the mechanical properties of 14Cr oxide dispersion strengthened (ODS) steel. A numerical model 
was established to support experimental data and gain deeper insight into complex strain states developing in a deformed specimen.  
Modern evaluation procedures were discussed for obtaining mechanical properties from the small punch force-deflection response  
and were compared with the literature. Applicability and universality of those relations at different test conditions were also studied.  
It appeared that different ball diameters used had negligible influence on yield point but strongly affected ultimate strength estimation.  
It was found that friction belongs to decisive factors determining strain distribution in samples, as dry conditions increase the peak strain 
and move its location farther from the punch pole.   

Key word: ODS ferritic steel, mechanical alloying, small punch testing, finite element method, yield stress, ultimate tensile strength

1. INTRODUCTION 

Recently, various research methods using micro-samples 
have gained great importance and have become a new area of 
intensive research. Standard durability tests always involve large 
material losses, as they require relatively large samples. There-
fore, in case of novel materials, it becomes very convenient to use 
micro-samples for testing, which are often obtained directly from 
the element during its working time [1,2,3,4]. 

One of the most remarkable techniques used to evaluate the 
mechanical properties of micro-sized specimens is the small 
punch test (SPT). Complex phenomena occurring during sample 
deformation along with severe plastic deformation spreading 
through the entire sample, often accompanied with necking and 
cracking, make the extraction of material parameters from the 
obtained force-displacement curve a difficult task, which is still an 
area of extensive research. SPT has gained wide attention in the 
field of nuclear materials, where the limitation to radiation expo-
sure has a crucial priority [5,6,7].  

Nowadays, we can observe a strong trend of gradual depar-
ture of fossil fuels in the energy sector. Researchers’ efforts to 
develop future full-scale commercial fusion reactors are currently 
focused on the International Thermonuclear Experimental Reactor 
(ITER) megaproject, demonstrating the scientific and technologi-
cal viability of fusion energy [8], advancing rapidly into the final 
construction stage [9]. The most critical obstacle is, however, 
selection of material, which would be able to withstand harsh 
working conditions.  

Reduced activation ferritic (RAF) oxide dispersion strength-
ened (ODS) steels are primary candidates for the first wall of 
fusion reactors, due to their exceptional resistance to swelling and 

high thermal conductivity accompanied with low thermal expan-
sion. Chemical composition of modern RAF ODS alloys is exclu-
sively based on low activation elements, usually of type Fe-Cr-W-
Ti-Y2O3, to ensure that radioactivity from the material decays to 
low levels in less than 100 years [10]. These alloys typically con-
tain 12–16 wt.% Cr (usually 14% Cr) and are reinforced with ~0.3 
wt.% of Y2O3, which ensures superior mechanical properties. 
Nowadays, ODS RAF steels are characterised by good tensile 
and creep strength, especially at elevated temperatures, and also 
with great oxidation and neutron irradiation resistance [11]. In the 
early stage of the ODS steel development, these materials con-
tained simply pure Y2O3 oxide in the form of unfavourable, large-
sized precipitates with a simple crystal structure [12]. To be an 
effective barrier to dislocation movement, the oxides should have 
a size of few nanometers and must be homogeneously distributed 
in the Fe matrix. Although the size of oxides can be optimised by 
adding Ti subsequently, the more recent studies have focused on 
modifying the chemical composition by adding different elements, 
such as Al, Hf, Zr and others [13]. Despite countless alternative 
fabrication routes towards ODS alloys being proposed, only pow-
der metallurgy (PM) is currently established as the technique 
which allows the large-scale production of these materials. 

This article reports experimental data and numerical simula-
tions of SPTs performed on Fe-14Cr-2W-0.3Ti-0.3Y2O3 (wt.%) 
ferritic ODS alloys. ODS steels belongs to the group of structural 
nuclear materials with a great potential for use in future fusion 
reactors; so, their industrial importance is unquestionable. Exper-
imental results have been supplemented by finite FEM analysis to 
gain deeper insight into the SP test and evaluate the impact of 
friction and test rig dimensions and material properties. 
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2. MATERIALS AND METHODS 

Herein, an ODS steel powder with nominal composition of Fe-
14Cr-2W-0.3Ti-0.3Y2O3 (wt. %) was mechanically alloyed (MA) for 
42 h in a planetary ball mill Fritsch Pulverisette 6 under H2 atmos-
phere, using the commercially available, high purity elemental 
powders. Mechanical grinding was conducted using 100 stainless 
steel balls, preserving the 10:1 ball-to-powder (BPR) weight ratio 
and constant rotation speed of 350 rpm. After MA, the powder 
was encapsulated in a soft steel can and then degassed and 
consolidated by hot isostatic pressing (HIP) at 1,150°C under the 
pressure of 200 MPa for 3 h. Afterwards, material was thermo-
mechanically treated by hot pressing (HP) in a closed die at 
850°C and finally annealed at 1,050°C for 1 h in Ar atmosphere. 
A transmission electron microscopy (TEM) image of HIP-HP-HT 
ODS steel consists of a fine (~400 nm) and relatively uniform 
distribution of equiaxed grains (Fig. 1), which indicates that the 
material can be regarded as isotropic. Details of the manufactur-
ing process of studied herein and similar ODS alloys can be fol-
lowed in the literature [14,15].  

 
Fig. 1. TEM micrograph of 14Cr ODS steel used in this study.  

TEM, transmission electron microscope;  
ODS, oxide-dispersion strengthened 

Basic elastic-plastic properties of the studied material were 
acquired from a uniaxial tensile test. Flat mini tensile specimens 
with dimensions of 2  5  27 mm with a gauge length of 6 mm 

were used at a strain rate of 1.0  104 s1 using a MTS 858 
testing machine, equipped with a 3542 Epsilon extensometer. 

Three samples were used to determine mean yield 𝜎0 and ulti-
mate tensile strength, which were 𝜎𝑈𝑇𝑆 of 844 ± 27 and 953 ± 41 
MPa, respectively, which proves the isotropy of HIP-consolidated 
material and, as a consequence, good reproducibility of tensile 
results (Tab. 1). Nominal stress 𝜎𝑛𝑜𝑚 and strain 𝜀𝑛𝑜𝑚 values 
obtained from uniaxial tensile test were converted to true stress-
true strain using the following relations (Eqs. 1 and 2): 

𝜎 = 𝜎𝑛𝑜𝑚(1 + 𝜀𝑛𝑜𝑚)  (1) 

𝜀 = ln(1 + 𝜀𝑛𝑜𝑚)  (2) 

Tensile results are comparative with other ODS steels of simi-
lar chemical compositions reported by other authors [16,17]. 

According to De Sanctis et al. [18],  shear modulus 𝐺 of an ODS 
ferritic steel of similar chemical composition is 81 GPa. Therefore, 
we estimated Poisson’s ratio value accordingly to 𝑣 =
(𝐸 − 2𝐺)/2𝐺, which equals to 𝑣 = 0.29 ≈ 0.3. Mean values 

of 𝐸 and 𝑣 obtained from tensile tests were used in FEM simula-
tion to specify elastic properties, whereas the classic metal plas-
ticity model parameters were defined based on post-yield seg-
ment of the tensile curve (after subtracting the elastic strain). Fig. 
2 shows the whole tensile curve, which is used to define plasticity, 
with insights focusing on the work hardening region. 

 
Fig. 2. True stress-strain tensile curve of studied ODS alloy used to 

define the plastic parameters. Insight shows the work hardening 
region, with squares representing data points tabularised  
in Abaqus. ODS, oxide-dispersion strengthened 

Tab. 1. Basic elastic-plastic properties of the tested 14Cr ODS steel. 
These values were used in FEM simulations.  
ODS, oxide-dispersion strengthened; FEM, finite element method 

Elastic-plastic properties 

E [GPa] 208.5 ± 4.2 

𝒗 0.3 

σ0 [MPa] 844 ± 27 

σUTS [MPa] 953 ± 41 

𝜺 [%] 5.48 ± 0.38 

Developed in the 1980s, the SPT is one of the most common-
ly used methods for testing small volume samples [1,5]. Since 
SPT does not require large amounts of the material, it is especial-
ly useful when material availability is limited [19,20,21]. It is also 
practical to determine post-irradiation mechanical properties of 
nuclear materials since small volume samples limit radiation ex-
posure [22,23]. Although this method has been exploited for al-
most 40 years, comprehensive standards for acquiring material 
data have only recently been established. Lack of universal meth-
odology often makes obtained results incomparable. In Europe, 
the latest standardisation step for the SPT is the European stand-
ard EN 10371 “Metallic materials - Small punch test method” 
(2021). Also, the American National Institute of Standards and 
Technology (NIST) published a paper (internal report) [24] with 
guidelines of assessing the strength parameters using the SPT. 
The methodology of correlating the SPT and tensile results pre-
sented later in this work is in line with these documents and most 
scientific papers. 

The essence of the SPT is based on pressing a spherical in-
denter at constant rate into a thin sample clamped between the 
dies [21]. The force 𝐹 needed to push the ball into the material is 
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plotted as a function of the displacement 𝑢 of the punch [5,25]. A 

number of specific values can be determined from the 𝐹(𝑢) 
curve, among which the most important are the following:  

 𝐹𝑚𝑎𝑥 , the maximum force; 

 𝑢𝑚, the deflection at 𝐹𝑚𝑎𝑥 ; 

 𝐹𝑒, the elastic-plastic transition force. 
Due to easy accessibility, flat ⌀3 mm TEM specimens of 0.25 

mm nominal thickness were chosen in this study. A constant load 
velocity of 0.5 mm/min was applied in Zwick Roell Z010 testing 
machine to press the ball into the specimen. An experimental 
setup exploited for the purpose of this research is shown in Fig. 3. 

 
Fig. 3. Scheme of SPT setup used in the experiment.  

SPT, small punch test 

There are mainly two different displacement measurement 
methods: top measurement and linear variable differential trans-
ducer (LVDT) measurement [26]. These non-identical setup com-
binations result in differences in the stiffness of each experimental 
SPT device and thus induce bias of the deflection. During SPT, 
when the displacement is measured as the displacement of the 
punch, the elastic displacement of the device and sample are 
added to the readings. Therefore, the elastic component of the 
total displacement in the raw load–displacement curves comprises 
both the material’s and the machine’s elastic response [27]. To 
take this error into account, the compliance correction of SPT 
system was performed, accordingly to procedures described in 
the literature [28], which is a common practice carried out for 
tensile and compression tests [29]. 

Thus, different empirical equations have been proposed to 
correlate SPT results with mechanical properties. Anyway, there is 
a complete agreement that the relationship between small punch 
“yield force” 𝐹𝑒 and tensile yield strength 𝜎0 is linear, which can 
be expressed as Eq. 3 [5,30]: 

𝜎0−𝑆𝑃𝑇 = 𝛼1(𝐹𝑒/ℎ2) + 𝛼2  (3) 

where the 𝛼 parameters are the constants depending on test 
setup. 

The small punch elastic-plastic transition point is not clearly 
defined since yielding in the specimen occurs heterogeneously 
[5]. As a consequence, the method of determining 𝐹𝑒 is also a 
subject of debate, and different approaches have been suggested. 

The methodology of defining 𝐹𝑒 in this paper is presented in Fig. 
4. In this study, 𝐹𝑒 was obtained according to a modified “two-
secant” method proposed by Mao and Takahashi [31]. Normalis-

ing the equation with ℎ2 limits the thickness dependence of 𝛼 
parameters, as the force required for bending increases quadrati-
cally with its thickness [5]. 

 
Fig. 4. Method of determining yield properties 

Similar to yield strength estimation, various proposals have 

been evaluated to the correlate maximum SPT load (𝐹𝑚𝑎𝑥) and 

the ultimate tensile strength 𝜎𝑈𝑇𝑆. García et al. [30] found that Eq. 
4 has low dependence on the thickness and gives the best esti-
mate for a wide range of alloys: 

𝜎𝑈𝑇𝑆−𝑆𝑃𝑇 = 𝛽1(𝐹𝑚𝑎𝑥/𝑢𝑚ℎ) + 𝛽2  (4) 

Ultimate strength estimation is generally simple to utilize since 

both 𝐹𝑚𝑎𝑥  and 𝑢𝑚 are strictly defined and can be easily distin-

guished directly from 𝐹(𝑢) curve. 𝛽 are the constant parameters, 
analogous to 𝛼 in Eq. 3. 

The FEM model, presented in Fig. 5, was developed in 
Abaqus. The model was designed as a two-dimensional axisym-
metric assembly, which provided acceptable accuracy of calcula-
tions by rational computational time. An 8-node CAX8R elements 
were used to mesh the specimen part. As the indenter and both 
dies are multiple times stiffer than the specimen, they were mod-
elled as infinitively stiff bodies. 

 
Fig. 5. FEM model of the SPT configuration in Abaqus.  

FEM, finite element method; SPT, small punch test. 
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3. RESULTS AND DISCUSSION 

Numerical load-displacement curves are shown in Fig. 6. As 
depicted, friction coefficient has almost no effect on the initial 
force-displacement response until approximately up to the half of 

the curve. Fig. 7 shows the relationship between the 𝜇  and 𝐹𝑚𝑎𝑥 . 
According to it, the increase in friction is accompanied by linear 
growth of the maximal force up to 𝜇 = 0.2. Beyond that, the in-

crease in 𝐹𝑚𝑎𝑥  becomes progressively smaller, and the relation-
ship turns into nonlinear.  

 
Fig. 6. Numerical force-deflection curves for various specimen thickness 

and friction coefficient 

 
Fig. 7. The influence of friction coefficient value μ on obtained numerical 

maximal force Fmax. Dotted line marks linear fit to the data 

Along with specimen’s deformation, biaxial stress and strain 
fields develop. Fig. 8 highlights the differences in plastic strain 
field evolution in samples deformed under contrasting friction 
conditions. Due to high stresses developed by pressing the ball 
against the elastic material, the specimen is exhibited to a serious 
level of deformation already at the onset of the test, as equivalent 

plastic strain 𝜀𝑝 reaches ~10 % with a punch displacement of just 
0.01 mm (Fig. 8a). As the loading grows, plastic strain transfers to 
the bottom surface and localizes there (Fig. 8b). The effect of the 
friction on the strain field becomes visible only at the later stage of 
deformation. As compared in Fig. 8cd, high 𝜇 favours the accu-
mulation of relatively large amounts of strain in a small region of 
the material, which is manifested macroscopically as a neck 

formed by prominent thinning at the strain localisation. Necking 
results in a smaller volume of high strain area and hence smaller 

growth of 𝐹𝑚𝑎𝑥 , which explains the nonlinear trend of the 𝐹𝑚𝑎𝑥(𝜇) 
plot (Fig. 7). 

 
Fig. 8. Plastic strain equivalent plots at various deformation stages  

and friction conditions: (a) u = 0.068 mm, μ negligible, scale:  

[min 0; max 0.07]; (b) u = 0.136 mm, μ negligible, scale:  

[min 0; max 0.36]; (c): μ = 0.01 and (d): μ = 0.5: u = 0.68 mm, 

scale: [min 0; max 1.88]. See text for details 

To gain deeper insight about plastic yielding of the material 
areas having direct contact with the indenter, 𝜀𝑝 curves at the 
specimen’s reference node representing punch-specimen central 
point of contact were plotted in Fig. 9 as a function of punch dis-
placement. According to it, strain immediately reaches ~0.02 at 
the moment of contact between the bodies and remains constant 
up to the displacement of ~0.2 mm, irrespectively of the assumed 

𝜇 value, until the remaining surface of the specimen yet to come 
in contact with the punch, which deforms most easily due to ab-
sence of friction and wraps around the punch as it descends. As 
soon as the rest of the working surface of the punch comes with 

contact with the material, 𝜀𝑝 starts to rise again and the defor-
mation at punch-specimen interface is the greater as the lower 𝜇 
is. The reason for this is that the material in contact with the punch 
deforms easier under low friction conditions, as the resistance for 
the punch movement towards specimen is relatively low. In con-
trast, high frictional force favours sticking the punch to the material 
rather than deforming it, which postpones more deformation there 
and promotes more strain to occur at the non-contact areas. 

 
Fig. 9. Equivalent plastic strain at the punch-specimen pole 
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To elaborate the necking phenomenon in more detail, strain 
distribution along the bottom surface path (necking area) of the 
specimen at ultimate load was presented in Fig. 10. As the 𝜇 

increases, not only the peak value of 𝜀𝑝 is found to be much 
higher but also its localisation in the material gradually moves 
away from the punch pole. A similar conclusion was made by 
other authors, who also observed that lubrication in experimental 
conditions reduces the ultimate load and moves the failure site 
closer to the pole of the punch [32].  

 
Fig. 10. Strain distribution along the bottom surface path of the specimen 

at ultimate load 

In Fig. 11, numerical and experimental SPT curves are com-

pared. Maximum force 𝐹𝑚𝑎𝑥  and displacement at maximum force 

𝑢𝑚 values were extracted and listed in Tab. 2. Numerical curves 
with the friction coefficient of 𝜇 = 0.1 and 𝜇 = 0.2 were selected 
for comparison, as these values are within typical range for steel-
steel friction pair and therefore should coincide well with experi-
mental results. 

Tab. 2. Maximum values of force Fmax along with their corresponding 
displacements um at Fmax for FEM and experimental curves  
(see Fig. 10). FEM, finite element method 

Case Fmax [N] um [mm] 

FEM, 𝝁 = 0.1 433.7 0.561 

FEM, 𝝁 = 0.2 452.8 0.592 

Exp. 1 430.5 0.536 

Exp. 2 443.7 0.538 

Exp. 3 444.9 0.554 

Mean experimental 439.7 ± 7.9 0.543 ± 0.010 

 
Generally, the numerical and experimental results show good 

agreement. Experimental and FEM estimates of 𝐹𝑚𝑎𝑥  are in very 

close agreement, both in case of 𝜇 = 0.1 and 𝜇 = 0.2. The scatter 
in the FEM and experimental 𝐹𝑚𝑎𝑥  ranges from around 1% to 6%. 

In the case of the mean experimental 𝐹𝑚𝑎𝑥  and 𝑢𝑚 values (Tab. 

2), 𝜇 = 0.1 is preferable (0.8% and 3.4% error for 𝐹𝑚𝑎𝑥  and 𝑢𝑚 
estimation, respectively) and was used in further calculations. 

Another interesting detail observed in Fig. 11 is that experi-
mental and simulated force-displacement responses, although 
parallel, are not exactly overlapping, especially within the range of 
elastic region. As it is clear that the slope of the calculated curve 
is much steeper than its experimental counterparts, it can be 

stated that the stiffness of numerical data tend to be overestimat-
ed. The most probable explanation of this fact could be that the 
punch and dies were modelled as perfectly rigid, while in reality 
they are subjected to some deformations when transmitting the 
load and have defined compliance. The elastic region is also 
particularly influenced by various test inaccuracies, like sample 
thickness, settlement of experimental device parts, etc. 

 
Fig. 11. Comparison of numerical and experimental small punch curves 

The methods of assessing the characteristic material proper-
ties from the SPT data were also analysed. In line with [30,33], the 

intercept factors (𝛼2, 𝛽2) of the linear equations Eqs. 3 and 4 
were neglected, and they can be written in a simplified form: 

𝜎0−𝑆𝑃𝑇 = 𝛼(𝐹𝑒/ℎ2)  (5) 

𝜎𝑈𝑇𝑆−𝑆𝑃𝑇 = 𝛽(𝐹𝑚𝑎𝑥/𝑢𝑚ℎ)  (6) 

Tab. 3. Values of the factors used in Eqs. 5 and 6 optimised  
for the current study. Literature values are also given 

 
𝑭𝒆/𝒉𝟐 

[MPa] 
𝜶 

𝑭𝒎𝒂𝒙/
(𝒖𝒎𝒉) 

[MPa] 

𝜷 

FEM, ℎ = 0.225 1,631.8 0.513 3,019.2 0.315 

FEM, ℎ = 0.250 1,712.2 0.489 3,092.3 0.307 

FEM, ℎ = 0.275 1,797.9 0.466 3,123.3 0.302 

Mean FEM 
1,714.0 ± 

83.1 
0.488 ± 
0.014 

3,078.3 ± 
53.5 

0.309 ± 
0.003 

Exp. 1 1,957.1 0.428 3,212.7 0.296 

Exp. 2 2,029.3 0.413 3,298.9 0.288 

Exp. 3 2,171.6 0.386 3,212.3 0.296 

Mean experimental 
(± SD) 

2,052.7 ± 
109.1 

0.407 ± 
0.012 

3,241.3 ± 
49.9 

0.293 ± 
0.005 

Bruchhausen et al. 
[5] 

- 

𝛼1 = 
0.382 

- 

𝛽1 = 
0.326 

𝛼2 = 
28.8 

𝛽2 = 

-27.04 

García et al. [30] - 0.476 - 0.277 

Campitelli 
et al. [28] 

316L 970 ± 40 
0.400 ± 
0.012 

- 

- 

F82H 
1,370 ± 

80 
0.388 ± 
0.022 

- 
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Specific SPT parameters (𝛼, 𝛽) derived from the experimental 
and FEM curves were collated in Tab. 3 and compared with the 
results obtained by other authors. Literature data included: an 
extensive study conducted on a broad range of metallic materials 
[30], other, covering austenitic and tempered martensitic steels 
[28] and finally, modified 9Cr-1Mo (Grade 91) ferritic-martensitic 
steel used in nuclear power plants [5]. The relationships attained 

between 𝜎0 and the 𝐹𝑒/ℎ2 were plotted in Fig. 12 along with 
results provided by other authors. 

 
Fig. 12. Relations between Fe/h2 and yield point σ0 for experimental 

and numerical results in present study, compared with various 
literature data 

The mean FEM-designated 𝛼 value of 0.488 is closely related 

to the results reported by [30], where mean 𝛼 = 0.475 parameter 
was averaged for various alloys (including high strength, structural 

and stainless steels). It confirms that 𝛼 = 0.475 is indeed a good 
estimate for plenty of materials. As can be seen in Tab. 3, mean 
experimental 𝛼 = 0.407, although within the range of values 
contributed by other authors, shows noticeable disagreement with 
FEM. This scatter is a consequence of discrepancies between 
calculated and experimental 𝐹(𝑢) responses, particularly in the 
elastic region. As mentioned earlier, the elastic slope of FEM 
curve is generally much steeper, which affects greatly position of 
the intersection point of the two lines (Fig. 4) and, subsequently, 

the transition point 𝐹𝑒 evaluation (error remains in the order of 
15%). Hence, particular caution should be kept when assessing 
𝜎0 from numerical curves.  

The relationship between the maximum SPT load and tensile 
strength was studied as well. In line with Altstadt et al. [23], the 
scatter between the FEM and experimental estimates of 𝜎𝑈𝑇𝑆 is 

generally smaller than in case of 𝜎0. Experimental 𝛽1 is in aver-
age 5% lower than FEM value and both match well with the litera-
ture data. FEM calculations prove that normalising neither the Eq. 

3 with ℎ2 nor Eq. 4 with 𝑢𝑚ℎ does not fully eradicate its thickness 
dependence, as they show clear linear correlation with ℎ (Fig. 13). 

Additional simulations were run to check the applicability of 
Eqs. 3 and 4 at varying test conditions, i.e. different indenter 
diameter. Other authors have already pointed out that the rela-
tionship between the SPT maximum load and ultimate strength 
depends strongly on test rig configuration and conditions, as these 

factors affect the 𝐹𝑚𝑎𝑥  value markedly [3,28]. 
On the other hand, the incorporation of 𝑢𝑚ℎ into the Eq. 4 

takes into account reduction of thickness (necking) occurring 

during the test and appears to, at least partly, compensate differ-

ent test conditions factors [30]. In Fig. 14, the FEM curve (ℎ = 

0.25 mm, 𝜇 = 0.1) obtained for nominal ∅ 1 mm ball diameter 
used in experiment is compared with those obtained for ∅ 0.8 and 

∅ 1.2 mm diameters. 

 
Fig. 13. Sample thickness dependence of Fe/h2 and Fmax/(umh) 

expressions 

 
Fig. 14. Punch diameter influence on the shape of calculated  

load-displacement curves 

As expected, the indenter diameter has remarkable influence 

on 𝐹(𝑢) response, particularly in the 𝐹𝑚𝑎𝑥  region. The obtained 
data were processed analogously. As compared in Tab. 4, chang-
ing the ball diameter (in the ±20 % range) has negligible influence 
on deriving yield properties. Hence, the presented method of 
assessing the yield point from SPT might be considered general-
isable for the same material, even if the test conditions vary.  

Tab. 4. Values of the factors used in Eqs. 3 and 4 obtained for various 
indenter diameter 

Ball diameter 
[mm] 

𝑭𝒆/𝒉𝟐  

[MPa] 
𝜶 

𝑭𝒎𝒂𝒙/
(𝒖𝒎𝒉) 

[MPa] 

𝜷 

∅ 0.8 1,688.9 0.496 2,819.5 0.337 

∅ 1 (nominal) 1,712.2 0.489 3,092.3 0.307 

∅ 1.2 1,708.4 0.490 3,466.8 0.274 
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Contrarily, it turned out that the relation between SPT maxi-

mum load and 𝜎𝑈𝑇𝑆 has to be viewed cautiously, as normalising it 
with 𝑢𝑚ℎ is insufficient to compensate differences in 𝐹𝑚𝑎𝑥  
caused by different punch diameters. Interestingly, the relation-

ship between ball diameter and 𝐹𝑚𝑎𝑥/(𝑢𝑚ℎ) expression pre-
sents linear correlation (Fig. 15). 

 

Fig. 15. Punch diameter dependence of Fe/h2  
and Fmax/(umh) expressions 

Finally, a fractography study of tested specimens was done to 
determine failure micromechanisms. Fig. 16 represents the frac-
ture surface of the broken 14Cr ODS steel after the SPT, ob-
served in a scanning electron microscope (SEM). It may be as-
sumed that the material exhibited mixed fracture mechanism, 
which is witnessed macroscopically by the coexistence of charac-
teristic radial as well as circumferential (Fig. 16a) cracks on de-
formed surface. Presence of radial bursts indicates that cleavage 
is a predominant fracture mechanism, while ductile samples de-
velop circumferential rupture along the sample-punch contact line 
[3,30]. Further evidence of hybrid fracture behaviour can be found 
at higher magnification observations, as dimples and cleavage 
planes occur simultaneously in the fracture zone (Fig. 16b). 

 
Fig. 16. SEM images of broken small punch 14Cr ODS steel specimen 

(details in text). SEM, scanning electron microscope;  
ODS, oxide-dispersion strengthened 

4. CONCLUSION 

Small punch and tensile tests have been performed at ambi-
ent temperature on a 14Cr ferritic ODS steel obtained via a PM 
route. The finite element model was developed and validated 

against TEM-sized (∅ 3 mm, ℎ = 0.25 mm) ODS samples, which 
produced SPT responses comparable with experimental data. 
Strength parameters were extracted from the both FEM and ex-
perimental SPT results using the contemporary methodology and 
compared with the uniaxial tensile test results. The relations ob-

tained for 𝐹𝑒/ℎ2 as well as for 𝐹𝑚𝑎𝑥/(𝑢𝑚ℎ) are within the typical 
range of values found in the literature. It was proven that different 
ball diameter used in study has no remarkable influence on deriv-
ing yield properties, but produces large scatter in ultimate strength 
evaluation. Despite the fact that reliable assessment of mechani-
cal properties from the SPT curve may be still regarded as chal-
lenging, mainly because of a complex stress state which develops 
in tested specimens, this study confirms that a great advancement 
has been made in this field recently. 

On the basis of FEM simulations, it can be stated that friction 
belongs to the key factors affecting the results of the SPT, as it 
directly affects the shape of force-displacement curve and strain 
distribution across the sample. Necking of the specimen becomes 
pronounced at 𝜇 values exceeding 0.2. It was found that high 
friction not only increases the magnitude of peak strain but also 
moves its location away from the punch pole. This suggests that 
lubrication of the test parts may be desirable as it reduces the 
ultimate load and allows the strain to distribute more consistently. 
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Abstract: This article presents simulation models of trailer air brake systems in configurations without a valve and with a differential valve, 
thus demonstrating the rationale for using a valve to improve system performance. Simplified mathematical models using the lumped 
method for systems without and with a differential valve are presented. The proposed valve can have two states of operation depending on 
the configuration of relevant parameters. These parameters can include the length of the control pipe, the throughput between chambers in 
the control part of the valve and the forcing rise time. Based on the calculations, it was found that the differential valve with large control 
pipe lengths can reduce the response time of the actuator by 42.77% relative to the system without the valve. In the case of transition of 
the valve to the tracking action, this time increases only by 9.93%. A force rise time of 0.5 s causes the transition of the valve from the 
accelerating action to the tracking action, with 9.23% delay relative to the system without a valve. The calculations can be used in the 
preliminary assessment of the speed of operation of pneumatic braking systems and in the formulation of guidelines for the construction of 
a prototypical differential valve. In conclusion, it is suggested to use a mechatronic system enabling smooth adjustment of the flow rate 
between chambers of the control system of the differential valve. 

Key words: mechanical engineering, air braking system, differential valve, simulation 

1. INTRODUCTION 

Modern truck tractors, farm tractors and trains are equipped 
with air brake systems that control the performance of brakes in 
trailers, semi-trailers, farm machinery and railroad cars. The brake 
control units allow smooth operation of the braking system in a 
strictly predictable and controlled manner. This makes it possible 
to achieve the required braking efficiency and the response time 
of actuators (pneumatic actuators) in response to a stimulus such 
as pressing the brake pedal by the driver and the operation of the 
main brake control valve [1]. Pneumatic braking systems of 
vehicles are subjected to high requirements laid down in UNECE 
Regulation No. 13 [2]. Considering the increasing overall 
dimensions of vehicle assemblies with pneumatically actuated 
brakes and taking into account the larger distances between 
pressure tanks and actuators [3], it becomes necessary to apply 
an intermediate component whose purpose is to increase the rate 
of application of the trailer’s brakes and to stabilise the supply 
pressure to the actuators of the braking system. 

The intermediate elements in the pneumatic braking systems 
of towed assemblies are valves of various types. These may be 
relay valves [4–6] that use additional air tanks located close to 
actuators in the form of pneumatic actuators. The use of relay 
valves in the construction of the system makes it possible to 
shorten the system’s response time to an excitation and to 
increase the braking force. These valves can only perform a 
specific function without the possibility of a free transition from a 
proportional action to an accelerating action depending on the 
nature of the excitation. Therefore, the concept of using 

differential valves has emerged [7–9]. The assumptions of the 
control theory state that a differential member in the control 
system influences the amplification of the output signal, which, 
when applied in a braking system, will positively influence the 
operation and response time of the system. The differential control 
systems operate in two ranges: in transient states, which occur in 
real control systems, they include an accelerating action, whereas 
in steady states, in which there are no changes in the output 
signal, the differential member maintains a tracking action [10]. 
There are also concepts of combination valves [11], purely 
pneumatic or electropneumatic [12]. 

The flow process is characterised by high complexity. It can 
be described by differential equations for the three-dimensional 
space using the Reynolds-averaged Navier–Stokes (RANS) 
method [13,14]. Dedicated software, such as KIVA, Ansys Fluent 
and others [15–18], is usually used to solve this problem. It is also 
possible, assuming certain simplifications, to reduce the space to 
a finite-dimensional and time-domain model of a physical system. 
The partial differential equations can be replaced by ordinary 
differential equations with a finite number of parameters. The 
discretisation process itself can indicate the possibility of 
describing the state in specific spaces, which are, for example, 
concentrated volumes. 

Computer simulation makes it possible to graphically 
represent the time courses of pressure variations in the brake 
actuator chambers and to determine the characteristics of the 
pneumatic system components based on a mathematical model 
[19]. The realisation of the mathematical model is possible by 
discretizing the components, such as the lumped method [5,8,9]. 
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Simulations using the lumped method can apply to relay 
valves [6], differential valves [9], or modified relay valves [1]. 

In a previous study [11], the differential equations formulated 
for various components of a dual brake valve (DBV), such as the 
main piston, main valve, relay piston and relay valve, were 
presented. The model was implemented in MATLAB/Simulink to 
capture the dynamic pressure characteristics of the DBV. 
Additionally, a mathematical model of the DBV was created in 
Amesim to verify the proposed approach. 

The subject of a number of studies is the computational 
evaluation of the performance of an air braking system. Braking 
time delay is indicated as the main drawback of air braking 
systems, leading to dangerous driving situations resulting from 
insufficient system performance. In a previous study [12], the 
structure of a semitrailer tractor air brake system was optimised 
by adding a shuttle valve and a two-position, three-port solenoid 
valve between the control pipe and the charging pipe downstream 
of the semitrailer control valve. The simulation results showed 
significant improvements in braking time, stopping distance, 
longitudinal kinetic energy, transverse kinetic energy and phase 
plane. An experimental study [20] was concerned with a 
comprehensive evaluation of the performance of the 
electropneumatic braking system compared to that of the 
conventional pneumatic braking system. The experimental 
research indicated the advantage of the system with the electric 
part over the classic system. The efficiency of the systems, their 
costs and the degree of development were analysed. 

In addition to road vehicles, simulations also apply to trains 
and railcars. In another study [21], different computer simulation 
scenarios were considered to study the effect of braking forces on 
the longitudinal dynamics of a train under different braking modes. 
A mathematical model of the pneumatic system and the control 
unit of the wagon was developed. In a study [22], fluid continuity 
and momentum equations were used to develop air flow 
equations. Using the finite element method, a braking model was 
obtained to account for the effect of air flow in long train pipes, as 
well as the effect of leakage and flow in branch pipes. 

This study is an extension of another study [9], in which only 
the usefulness of using a differential valve in the pneumatic 
braking system of road trains was indicated. This study 
additionally includes a systematised model description along with 
precisely specified technical data and conditions necessary to 
initiate the simulation. Multivariate adjustments of the significant 
parameters of two braking systems, that is, without and with a 
differential valve, allowed to indicate the differences in the 
pressure courses in the selected volumes of the concentrated 
systems and to develop conclusions. Conclusions drawn from the 
analyses will allow for the evaluation of the feasibility of a 
differential valve in the trailer braking system. Additionally, an 
important issue remains whether it was necessary to use 
mechatronic systems which are capable of correcting, on an 
ongoing basis, the course of the braking process. 

The structure of this article is as follows. The introduction to 
the mathematical modelling of the pneumatic braking systems is 
described in Section 2, followed by the structure of the analysed 
braking systems in Section 3 and their technical data and the 
conditions necessary to run the simulations in Section 4. The 
simulation results at variable transmission pipe lengths, 
throughputs between the chambers of the differential valve and 
control pressure rise times are described in Section 5. The last 
section presents the conclusions. 

2. MATHEMATICAL MODELLING 

The study uses the lumped method [8], which discretises a 
pneumatic system into basic members referred to as volume (V) 
and resistance (R). Combining the individual members V-R-V-…-
R-V together allows the construction of pneumatic systems [4,23]. 
In developing the mathematical description of the basic 
components of the lumped method, the following simplifications 
were adopted: 

 Air was treated as a thermodynamically ideal gas, being 
viscous and compressible. 

 Isentropic flow in the adiabatic envelope took place without 
internal friction and without heat exchange with the 
surroundings. 

 The state of the air was constant in each concentrated volume 
and depended only on time. 

 The concentrated volumes were constant [8]. 

 The temperature during the process was constant [24]. 

 The connections of the individual system components were 
perfectly tight. 

 Flow-restricting elements open and close gradually; 

 The flow coefficient does not change during the transition 
process. 
Fig. 1 shows a schematic diagram demonstrating the essence 

of discretisation of pneumatic system components in the lumped 
method. 

 
Fig. 1. Diagrams describing the equilibrium state of a concentrated 

volume (lumped method): 𝑝𝑖𝑛, 𝑝1, 𝑝𝑜𝑢𝑡 – absolute inlet,  

in concentrated volume, outlet pressure; 𝑇𝑎 – absolute 

temperature of the air; 𝑉1 – total volume in concentrated volume; 
(𝜇𝐴)𝑖𝑛 – inlet throughputs (conductance); (𝜇𝐴)𝑜𝑢𝑡 – outlet 

throughputs (conductance); �̇�𝑖𝑛 – inlet air mass flow;  
�̇�𝑜𝑢𝑡 – inlet air mass flow; (V) – volume; (R) - resistance 

Based on Fig. 1, the pressure change in the concentrated 
volume (V) using mass flux balance is described by relation (1). 

d𝑝1

d𝑡
=

𝜅𝑅𝑔𝑇𝑎

𝑉1
(�̇�𝑖𝑛 − �̇�𝑜𝑢𝑡), (1) 

where 𝜅 =1.4 is adiabatic exponent and 𝑅𝑔 = 287.05 J/(kg K) is 

the gas constant. 
The air mass flow rate through the pneumatic drag was based 

on the Saint-Venant–Wantzel relation in the generalised form (Eqs 
(2) and (3)). 

�̇�𝑖𝑛 = (𝜇𝐴)𝑖𝑛
𝑝𝑖𝑛

√𝑅𝑔𝑇𝑎
𝜓max𝜓(𝜎), (2) 

�̇�𝑜𝑢𝑡 = (𝜇𝐴)𝑜𝑢𝑡
𝑝1

√𝑅𝑔𝑇𝑎
𝜓max𝜓(𝜎), (3) 

where 𝜓max is the maximum value of the Saint-Venant–Wantzel 

function and 𝜓(𝜎) is the dimensionless flow function. 

 

 

 �̇�𝑜𝑢𝑡   �̇�𝑖𝑛   

𝑝𝑜𝑢𝑡   
𝑇𝑎   

𝑝𝑖𝑛   
𝑇𝑎   

(R)       (V)     (R) 
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The maximum value of the Saint-Venant–Wantzel function for 

the critical pressure ratio 𝜎∗ = 0.528 [25] was calculated 
according to Eq. (4). 

𝜓 = √(
2

𝜅−1
)

𝜅+1

𝜅−1
= 0.578. (4) 

The dimensionless flow function was adopted according to 
Metlyuk–Avtushko [8] Eq. (5): 

𝜓(𝜎) = 1.13
1−𝜎

1.13−𝜎
, (5) 

where 𝜎 =
𝑝𝑎𝑓𝑡

𝑝𝑏𝑒𝑓
  and 𝑝𝑏𝑒𝑓  and 𝑝𝑎𝑓𝑡  are the pressures before 

and after resistance, respectively. 
Substituting Eqs (2) and (3) into Eq. (1), we obtained a 

differential equation describing the pressure change in the 
concentrated volume according to Fig. 1 (Eq. (6)). 

d𝑝1

d𝑡
=

𝜅𝑅𝑔𝑇𝑎

𝑉1
(

(𝜇𝐴)𝑖𝑛
𝑝𝑖𝑛

√𝑅𝑔𝑇𝑎
0.653

𝑝𝑖𝑛−𝑝

1.13𝑝𝑖𝑛−𝑝
−

+ (𝜇𝐴)𝑜𝑢𝑡
𝑝

√𝑅𝑔𝑇𝑎
0.653

𝑝−𝑝𝑜𝑢𝑡

1.13𝑝−𝑝𝑜𝑢𝑡

). (6) 

This equation can be used to describe pressure changes in 
supply reservoirs and fixed chambers of valves, connections or 
actuators. Flow capacities (𝜇𝐴) determine the flow properties of 
pneumatic resistors such as nozzles, valves or connections. For 
pneumatic pipes, the cross-sectional area should be calculated 
from the pipe diameter, and the value of the flow coefficient 
should be determined from relation (7). 

𝜇 =
𝜇𝑛

√𝑛
, (7) 

where 𝜇𝑛 = 0.12…0.28 (0.35) is the discharge coefficient of a 1-

m-long pipe section and 𝑛 is number of 1-m-length sections in the 
design pipe. 

It has been suggested in a previous study [8] that the flow 
coefficient for pneumatic pipes can be discretised singularly to 
elements not exceeding 2.5 m in length. Therefore, this option 
was adopted in the simulation of this study. 

In this way, it is possible to build pneumatic systems using a 
combination of members (V) and (R). Note that it is possible to 
connect several members (R) to one member (V). 

3. ANALYSED SYSTEMS 

Two air brake systems were adopted for comparative 
analysis: one without a differential valve (Fig. 2a) and the other 
with a differential valve (Fig. 2b). In the system without a 
differential valve, the air is accumulated in tank 1 at pressure 
𝑝max and supplied via pipe 2 to vehicle’s brake valve 3. At the 

moment when valve 3 is actuated (force 𝐹 appears, which in this 

case will be represented as a function of 𝑝𝑖𝑚𝑝), the air will begin 

to flow through valve 3 to pipe 4a and further to actuator 5. In the 
simulations, pipe 4a will have different lengths. The concentrated 
volumes are constant and have been described as (𝑝, 𝑉). In 
these volumes, the pressure waveforms can be read and 
analysed. In the system with a differential valve (Fig. 2b), the 
difference consists in shortening the length of pipe 4a from Fig. 2a 
by 1 m, thus obtaining pipe 4b (Fig. 2b) and supplementing the 
missing length with pipes 7 (0.2 m) and 10 (0.8 m). 

a) 

 
b) 

 

Fig. 2. Diagrams of the analysed braking systems: a – without a differential valve; b – with a differential valve; 1 and 8 – tank; 2, 4, 7, 9 and 10 – pipes;  
 3 – vehicle brake valve; 6 – trailer differential brake valve; description in the text and Table 1 

This is dictated by the use of differential valve 6. Actuation of 
tractor control valve 3 causes the air to flow to pipes 4a and 7, 
which, in the initial stage of the differential valve operation, 
provides tracking action in the valve transmission part (valve 
bottom). Further air flows through pipe 10 to actuator 5. 

The transition from the tracking action of the differential valve 
to the accelerating action will occur when the pressure in ch.A 
overcomes the force from the spring and the valve transfer section 
is switched to supply from tank 8 and pipe 9. 

The accelerating action will occur until the increase in 

 

 

 

 

𝐹 = 𝑓 𝑝𝑖𝑚𝑝   
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pressure in ch.B combined with the force from the spring 
overcomes the pressure in ch.A. The acceleration action is mainly 
determined by the stiffness of the spring and the capacity between 

chambers ch.A and ch.B, defined as (𝜇𝐴)𝑑𝑣 . The values of these 
parameters determine the occurrence of the acceleration action 
and its duration. In the simulations, the spring stiffness will remain 
constant, while the throughput between chambers will undergo 
changes. 

4. TECHNICAL DATA AND CONDITIONS NECESSARY  
TO INITIATE A SIMULATION 

For the purpose of the simulation, it is necessary to assume 
the values of the technical parameters describing the components 

of the systems under study. Tab. 1 presents the technical 
parameters with a breakdown into elements according to Fig. 2. In 
defining the parameters and initial conditions, data provided in 
previous studies [5,9,29] were used. The underlined values 
indicate their variability within specified limits. Due to the 
comparative nature of the simulation, the volumes of the individual 
valve chambers and the unit capacities of the pipes were 
assumed to be the same. In accordance with a previous study [8], 
the pipes were unit discretised to elements not exceeding 2.5 m in 
length. The actuator represents a fixed volume resulting from half 
of its operating stroke. 

To initiate the simulation, initial values must be specified in the 
components of the systems. Tab. 2 shows the initial conditions of 
the simulation. 

Tab. 1. Technical data of system components adopted for calculations (designations according to Figs. 2a and b) 

No. Parameter and volume 

1 𝑉 = 40 × 10-3 m3; 𝑇𝑎 = 293.15 K 

2 𝑑 = 13 × 10-3 m; 𝐴 = 1.327 × 10-4 m2; 𝜇𝑛 = 0.2; 𝑙 = 0.5 m; 𝑛 = 1; 𝑉 = 66.37 × 10-6 m3; 𝑉1 = 66.37 × 10-6 m3; 𝑇𝑎 = 293.15 K 

3 𝑉𝑐12 =𝑉𝑐23 = 50 × 10-6 m3; (𝜇𝐴)𝑣3 = 5 × 10-4 m2; 𝑇𝑎 = 293.15 K 

4 

𝑑 = 13 × 10-3 m; 𝐴 = 1.327 × 10-4 m2; 𝜇𝑛 = 0.2; 𝑇𝑎 = 293.15 K 

Fig. 1a – variants without a differential valve: 

(5m): 𝑙 = 5 m; 𝑛 = 2; 𝑉 = 663.66 × 10-6 m3; 𝑉1 = 331.83 × 10-6 m3 

(10m): 𝑙 = 10 m; 𝑛 = 4; 𝑉 = 1.3273 × 10-3 m3; 𝑉1 = 331.83 × 10-6 m3 

(15m): 𝑙 = 15 m; 𝑛 = 6; 𝑉 = 1.9910 × 10-3 m3; 𝑉1 = 331.83 × 10-6 m3 

(20m): 𝑙 = 20 m; 𝑛 = 8; 𝑉 = 2.6546 × 10-6 m3; 𝑉1 = 331.83 × 10-6 m3 

Fig. 1b – variants with a differential valve: 

(5m): 𝑙 = 4 m; 𝑛 = 2; 𝑉 = 530.93 × 10-6 m3; 𝑉1 = 256.45 × 10-6 m3 

(10m): 𝑙 = 9 m; 𝑛 = 4; 𝑉 = 1.1946 × 10-6 m3; 𝑉1 = 298.65 × 10-6 m3 

(15m): 𝑙 = 14 m; 𝑛 = 6; 𝑉 = 1.8583 × 10-6 m3; 𝑉1 = 309.71 × 10-6 m3 

(20m): 𝑙 = 19 m; 𝑛 = 8; 𝑉 = 2.5249 × 10-6 m3; 𝑉1 = 315.24 × 10-6 m3 

5 𝑉 = 850 × 10-6 m3; 𝑇𝑎 = 293.15 K 

6 
𝑉𝑐ℎ.𝐴 = 𝑉𝑐ℎ.𝐵 = 𝑉𝑐16 =𝑉𝑐26 = 𝑉𝑐36 = 50 × 10-6 m3; (𝜇𝐴)𝑑𝑣 = (3.5…12.5) × 10-7 m2; (𝜇𝐴)𝑣6 = 7.5 × 10-4 m2; 𝑇𝑎 = 293.15 K;  

𝑑𝑝 = 65 × 10-3 m; 𝑑𝑝𝑡  = 10 × 10-3 m; 𝑘 = 0.7× 105 N/m 

7 𝑑 = 13 × 10-3 m; 𝐴 = 1.327 × 10-4 m2; 𝜇𝑛 = 0.2; 𝑙 = 0.2 m; 𝑛 = 1; 𝑉 = 26.55 × 10-6 m3; 𝑉1 = 26.55 × 10-6 m3; 𝑇𝑎 = 293.15 K 

8 𝑉 = 40 × 10-3 m3; 𝑇𝑎 = 293.15 K 

9 𝑑 = 13 × 10-3 m; 𝐴 = 1.327 × 10-4 m2; 𝜇𝑛 = 0.2; 𝑙 = 1 m; 𝑛 = 1; 𝑉 = 132.73 × 10-6 m3; 𝑉1 = 132.73 × 10-6 m3; 𝑇𝑎 = 293.15 K 

10 𝑑 = 13 × 10-3 m; 𝐴 = 1.327 × 10-4 m2; 𝜇𝑛 = 0.2; 𝑙 = 0.8 m; 𝑛 = 1; 𝑉 = 106.18 × 10-6 m3; 𝑉1 = 106.18 × 10-6 m3; 𝑇𝑎 = 293.15 K 

Glossary: 𝑑 – pipe diameter; 𝐴 – pipe cross-sectional area; 𝜇𝑖𝑗 – pipe loss factor of a single section; 𝑙 – pipe length; 𝑛 – pipe number of components 𝑅-𝑉;  

𝑉 – tank and pipe total volume; 𝑉1  – pipe component volume; 𝑉𝑐13, 𝑉𝑐23, 𝑉𝑐16, 𝑉𝑐26, 𝑉𝑐36, 𝑉𝑐ℎ.𝐴 and 𝑉𝑐ℎ.𝐵 – chamber volume; 𝑉𝑡𝑎𝑛𝑘  

and 𝑉𝑡𝑎𝑛𝑘2 – actuator volume; 𝑇𝑎 – air temperature; 𝑑𝑝 – valve piston diameter; 𝑑𝑝𝑡  – valve piston rod diameter; 𝑘 – spring stiffness. 

Tab. 2. Initial conditions at 𝑡 = 0 s (according to Fig. 2) 

Parameter Value 

Pressure in tank 1 and 8, pipe 2 and 9, 
chamber 𝑉𝑐13 and 𝑉𝑐26 

8 × 105 Pa 

Pressure in pipe 4a / 4b, 7 and 10, chamber 

𝑉𝑐23, 𝑉𝑐16, 𝑉𝑐36; 𝑉𝑐ℎ.𝐴, 𝑉𝑐ℎ.𝐵, actuator 𝑉𝑎𝑐𝑡  
1 × 105 Pa 

Pressure of the forcing pulse 𝑝𝑖𝑚𝑝 in valve 3 1 × 105 Pa 

Setting valves 3 and 6 As shown in Fig. 2 

The pressure change in each focused volume according to 
Fig. 2 was created according to Eq. (6). Due to the extensiveness 
of the description, it will not be presented in the article. 

In both analysed systems (without and with a differential 
valve) at the start of the simulation, valve 3 (Figs. 2a and b) opens 
according to the assumed rising time of the control pressure to the 

maximum value. The rising time is described by 𝑡𝑡𝑓𝑝, whose value 

characterises the braking mode – rapid or slow. The change in 
control pressure is given in the following Eq. (8): 

d𝑝𝑖𝑚𝑝

d𝑡
= (𝑝max − 𝑝𝑎)

𝑡

𝑡𝑡𝑓𝑝
+ 𝑝𝑎  for 0 ≤ 𝑡 < 𝑡𝑡𝑓𝑝. (8) 

A change in pressure 𝑝𝑖𝑚𝑝 will result in a proportional change 

in the throughput (𝜇𝐴)𝑣3 and a gradual opening of valve 3  
(Fig. 2). 

In a system with a differential valve (Fig. 2b), the throughput in 
the transferring part (at the bottom of valve 6) defined as (𝜇𝐴)𝑣6 
will depend on the arrangement of forces in the control part (at the 
top of the valve). Depending on the overdrive of the transfer part, 
actuator 5 will be able to be supplied from pipes 4 and 7 (tracking 
action) or from tank 8 and pipe 9 (accelerating action). 

The tracking action of valve 6 will occur when, in the control 
part, the force system has the following form (9): 

𝑝𝑐ℎ.𝐴𝐹𝑝𝑐ℎ.𝐴𝜂 ≤ 𝑝𝑐ℎ.𝐵𝐹𝑝𝑐ℎ.𝐵𝜂 + 𝐹𝑠 . (9) 

Then the bandwidth in the transferring part will reach the 
maximum value, and the power will come from wire 7 according to 
Eq. (10). 
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(𝜇𝐴)𝑣6 = (𝜇𝐴)𝑣6max and 𝑝 = 𝑝𝑐16. (10) 

With the accelerating action of valve 6 in the control section, 
the force system will be of the following form (11): 

𝑝𝑐ℎ.𝐴𝐹𝑝𝑐ℎ.𝐴𝜂 > 𝑝𝑐ℎ.𝐵𝐹𝑝𝑐ℎ.𝐵𝜂 + 𝐹𝑠. (11) 

The throughput in the transfer section will also reach the 
maximum value, but the supply will come from tank 8 and pipe 9 
according to Eq. (12). 

(𝜇𝐴)𝑣6 = (𝜇𝐴)𝑣6max and 𝑝 = 𝑝𝑐26, (12) 

where 𝐹𝑐ℎ.𝐴 is the cross-sectional area of piston from chamber A; 
𝐹𝑐ℎ.𝐴 is the cross-sectional area of the piston from chamber ch.B; 

𝜂 =0.95 is the coefficient of friction forces in the differential valve; 

𝐹𝑠 is the force from spring; and 𝑝 is the input pressure in valve 6. 
The instantaneous difference in pressure values 𝑝𝑐ℎ.𝐴 and 

𝑝𝑐ℎ.𝐵 is responsible for the throughput between these chambers 
(𝜇𝐴)𝑑𝑣 . This mainly determines the occurrence or absence of the 
acceleration effect. 

5. RESULTS OF THE SIMULATION 

The differential equations describing the pressure changes in 
each control volume based on Eq. (6) were solved numerically by 
using the implicit trapezoid method combined with backward 
differentiation (min. step 1 × 10-6 s) in MATLAB/Simulink software 
[26]. This software is characterised by the ease of implementation 
of the adopted empirical models and the possibility of replicating 
the repeating subsytems using masking, as confirmed in studies 
[27–29]. 

The use of the differential valve should be assumed to reduce 
the operation time of the pneumatic system in the vehicle brake 
valve actuation – actuator relationship. In the initial part, two 
systems were simulated: one without a differential valve and the 
other with a differential valve. According to Tab. 1, the variant (20 

m) was assumed and the throughput (𝜇𝐴)𝑑𝑣 = 3.5 × 10-7 m2. 

Assuming an increase in the control pressure 𝑝𝑖𝑚𝑝  during 0.2 s to 

the maximum value, the pressure waveforms in the selected 
control volumes were obtained. 

The system (20 m) without a differential valve is able to reach 

a pressure of 0.75 𝑝max in the control volume of the actuator in 
1.218 s (Fig. 3). 

 
Fig. 3. Pressure curves in selected control volumes for the system 

without a differential valve and for the pipe length variant (20 m)  
at a control pressure rise time of 0.2 s; indexes: imp – control 
impulse; tank – tank, c23 – chamber 23; act – actuator 

By contrast, the system (20 m) with the differential valve 
achieves this pressure in 0.697 s (Fig. 4). The use of the 

differential valve resulted in a 42.77% reduction response time. 

The pressure waveform in the actuator control volume 𝑝𝑎𝑐𝑡 (Fig. 
4) shows the essence of the use of the differential valve. Up to 
point A, the system with the differential valve exhibits a tracking 
action, and a slight delay in this range relative to the system 
without a valve (Fig. 5) is due to the flow through the transfer 
system of the differential valve. At point A (Fig. 4), the pressure in 
the chamber ch.A of the control portion of the differential valve 
overcomes the force from the spring (Fig. 2) and, as a result, 
overrides the supply from tank 8.  

 
Fig. 4. Pressure curves in selected control volumes for the system  

with a differential valve and for the pipe length variant (20 m)  
at a control pressure rise time of 0.2 s and throughput (𝜇𝐴)𝑑𝑣  

3.5 × 10-7 m2; indexes: imp – control impulse; tank and tank2 – 
tank, c23, ch.A and ch.B – chamber 23; act – actuator; p. 
 A – opening of the valve; p. B – closing of the differential valve 

 
Fig. 5. Pressure curves in selected control volumes for the system 

without and with a differential valve and for the pipe length variant 
(20 m) at a control pressure rise time of 0.2 s and throughput 
(𝜇𝐴)𝑑𝑣 3.5 × 10-7 m2; indexes: imp – control impulse;  

act – actuator 

The action ceases to be tracked, and because of the proximity 

of tank 8, the pressure in the actuator 𝑝𝑎𝑐𝑡 increases rapidly until 

it equals the pressure 𝑝𝑡𝑎𝑛𝑘2 (Fig. 4). The throughput (𝜇𝐴)𝑑𝑣  
allows the pressures in the chambers ch.A and ch.B to equalise 
and, by the additional action of the spring force, return to the 
tracking action (point B). Furthermore, the pressure in the actuator 
will tend to equalise with the pressure 𝑝𝑡𝑎𝑛𝑘 . The mode of 
operation of the combined chambers ch.A and ch.B (Fig. 2) in the 
differential valve differs from that in the relay valve [4,6]. 

Next, simulations were performed for all variants of wire length 

4 and throughputs (𝜇𝐴)𝑑𝑣  included in Tab. 1. The throughputs 
(𝜇𝐴)𝑑𝑣  were graded in steps of 0.5 × 10-7 m2. As before, the 

control pressure increment 𝑝𝑖𝑚𝑝  was assumed at 0.2 s to a 

maximum value. 

Calculations showed that for (𝜇𝐴)𝑑𝑣  throughputs of (4.0, 5.0, 
7.5 and 12.5) × 10-7 m2, respectively, successive variants of 4 (20, 
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15, 10 and 5) m pipe length cease to show an accelerating effect 
in the variant with the differential valve (Tab. 3 and Fig. 6). At 

(𝜇𝐴)𝑑𝑣  = 3.5 × 10-7 m2, all length variants exhibit an accelerating 
effect with respect to the system without the differential valve. 

Tab. 3. Comparison of the times for reaching 0.75 𝑝max at different lengths of pipe 4 (Fig. 2) 

Variant 
pipe length 

(m) 

Without 
valve 

(s) 

With differential valve (s) at throughput (𝝁𝑨)𝒅𝒗 × 10-7 m2 

3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 

5 0.360 0.230 0.232 0.235 0.237 0.239 0.242 0.244 0.246 0.250 

10 0.596 0.342 0.347 0.354 0.363 0.370 0.379 0.394 0.414 0.676 

15 0.880 0.482 0.501 0.526 0.986 0.979 0.989 0.988 0.987 0.978 

20 1.218 0.697 1.339 1.337 1.342 1.338 1.337 1.338 1.348 1.337 

Variant 
pipe length 

(m) 

With differential valve (s) at throughput (𝝁𝑨)𝒅𝒗 × 10-7 m2 

8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5 12.0 12.5 

5 0.252 0.255 0.259 0.263 0.267 0.272 0.275 0.282 0.295 0.410 

10 0.677 0.675 0.677 0.674 0.676 0.672 0.672 0.678 0.672 0.678 

15 0.979 0.988 0.982 0.988 0.981 0.987 0.983 0.977 0.978 0.984 

20 1.338 1.339 1.346 1.343 1.334 1.343 1.335 1.338 1.340 1.339 

 
Fig. 6. Values of the times for reaching 0.75 𝑝max at different lengths of pipe 4 (Fig. 2) 

a) 

 

b) 

 

c) 

 
d) 

 

e) 

 

f) 

 

Fig. 7. Pressure curves in selected control volumes at a control pressure rise time of 0.2 s and at different lengths of pipe 4 (according to Tab. 1): (a) system  
           without a differential valve, (b–f) system with a differential valve at throughputs (𝜇𝐴)𝑑𝑣 × 10-7 m2: b - 3. 5; c - 4; d - 5; e - 7.5; f - 12.5;  

           indexes: imp – control impulse; tank – tank, act – actuator; (5, ..., 20) m – pipe length variants 
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In order to graphically represent the disappearance of the 
accelerating action of the differential valve, Fig. 7 shows the 
pressure waveforms in selected control volumes of the tested 
systems without and with the valve. For the differential valve, the 
throughputs (𝜇𝐴)𝑑𝑣  were (3.5, 4.0, 5.0, 7.5 and 12.5) × 10-7 m2, 
control pipe lengths 4 (5, 10, 15 and 20) m, respectively. 

Taking the throughput step (𝜇𝐴)𝑑𝑣 preceding the decay of 
the accelerating action of the differential valve as a reference 
point, differences in the reduction of the actuator response time 
were found between the variants. 

In the variant of pipe length 4 (20 m) and throughput (𝜇𝐴)𝑑𝑣 
= 3.5 × 10-7 m2, the differential valve caused a 42.77% reduction 

in the time to reach a pressure of 0.75 𝑝max in the actuator 
control volume. The variant (15 m) and (𝜇𝐴)𝑑𝑣  = 4.5 × 10-7 m2 
reduced this time by 40.23%. By contrast, the variant (10 m) and 
(𝜇𝐴)𝑑𝑣  = 7 × 10-7 m2 showed a time reduction of 30.54%. The 
variant with the shortest wire length of 4 (5 m) and (𝜇𝐴)𝑑𝑣  = 12 × 
10-7 m2 showed the least reduction in response time of 18.01%. 

This demonstrated the validity of the use of differential valves 
in braking systems with large lengths of control pipe 4 (Fig. 2), as 
mentioned in the literature [1,8,9]. 

At the points of deceleration and tracking action, deceleration 
in the indicated cases was 13.89, 13.42, 12.04 and 9.93%, 
respectively, with the lowest value recorded for the variant with 
the longest pipe 4. 

In the last stage of the simulation, the effect of the control 

pressure rise time (𝑝𝑖𝑚𝑝) to the maximum value on the actuator 

response time was evaluated. The differential valve should 
guarantee its acceleration action at short override times of the 
vehicle brake valve. Such a situation replicates sudden braking, 
and then there is a need to brake the trailer as quickly as possible 
to prevent the trailer from “dropping” behind the towing vehicle 
[2,30]. 

For the analysis, systems without and with a differential valve 
in the variant (20 m) with a capacity of (𝜇𝐴)𝑑𝑣  = 3.5 × 10-7 m2 

were adopted. The times of control pressure rise 𝑝𝑖𝑚𝑝 to a 

maximum value were taken as 0.2, 0.3, 0.4 and 0.5 s. 

Comparing the times 𝑡𝑡𝑓𝑝 necessary to reach 0.75 𝑝max in 

the control volume of the actuator (Tab. 4, Fig. 8), it is shown that 
the tracking action of the system with the differential valve is 

achieved at 𝑡𝑡𝑓𝑜 = 0.5 s, where the actuator response time 

increases by 9.23% relative to the system without the differential 
valve. 

Tab. 4. Comparison of the times for reaching 0.75 𝑝max at different 

control pressure rise times 

Variant Time to full pressure 𝒕𝒕𝒇𝒑, s 

0.2 0.3 0.4 0.5 

Without a differential valve 1.218 1.255 1.293 1.331 

With a differential valve 0.697 0.756 0.841 1.454 

Below this value, an accelerating effect becomes apparent. At 

𝑡𝑡𝑓𝑜 = 0.2 s, the system with an acceleration valve reduces the 

response time of the actuator by 42.77%. On the other hand, at 

𝑡𝑡𝑓𝑜 = 0.3 s, the time reduction is slightly smaller at 39.77%. In 

the next case, at 𝑡𝑡𝑓𝑜 = 0.4 s, the reduction is 34.99%. 

The differences in the times to reach 0.75 𝑝max in the control 
volume of the actuator (Fig. 9) are due to the time that must 
elapse before the transfer section of the differential valve is 

switched to supply from tank 8 (Fig. 2). This shows the 
increasingly later switching of the differential valve depending on 
the value of 𝑡𝑡𝑓𝑜. 

 
Fig. 8. Values of the times for reaching 0.75 𝑝max at different control  

  pressure rise times 

In this way, the possibility of a smooth transition of the system 
with the differential valve from an accelerating action to a tracking 
action with a small delay in relation to the system without the 
differential valve is demonstrated. 

The choice of conductor parameters and the volume of the 
concentrated chambers of the analysed system allows to 
approximate the tracking performance of the system with a 
differential valve to the system without a valve. An important 
feature is the throughput (𝜇𝐴)𝑑𝑣  and its influence on the valve 

performance when confronted with time 𝑡𝑡𝑓𝑜. 

 
Fig. 9. Pressure curves in selected control volumes for the systems 

without and with a differential valve for the pipe length variant  
(20 m) at different control pressure rise times and throughput 
(𝜇𝐴)𝑑𝑣 3.5 × 10-7 m2: a - 𝑡𝑡𝑓𝑝 = 0.2 s; b - 𝑡𝑡𝑓𝑝 = 0.3 s;  

a - 𝑡𝑡𝑓𝑝 = 0.4 s; a - 𝑡𝑡𝑓𝑝 = 0.5 s; indexes: imp - control impulse; 

act – actuator 

It should be emphasised that the mathematical model 
presented in the article is simplified. It does not include a 
description of the variable volume of the control or actuator 
chambers and heat transfer. However, as can be judged from the 
simulation results obtained, it is useful for preliminary estimation 
of differences in the nature of operation of systems without and 
with a differential valve. The parameter that is considered 
important in the course of design and practical implementation of 
the differential valve is the throughput between the control 

chambers ch.A and ch.B defined as (𝜇𝐴)𝑑𝑣  (Fig. 2). In 
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calculations, the value of the throughput was assumed constant in 
the considered variants and configurations of the system. After the 
simulations, it was found that designing a system enabling smooth 
regulation of this throughput via a mechatronic system is worth 
considering. 

In the next steps, further work is planned to complete the 
mathematical model with variable volume chambers and heat 
transfer. The simulations performed and the analysis of their 
results are a prelude to the development of a prototypical 
differential valve. The design of a system enabling smooth 
adjustment of the flow rate between the valve chambers via a 
mechatronic system is also considered. In addition to the 
commonly used valves with electromagnetic actuation [31,32], 
piezoelectric actuation [33,34] is a certain hope. 

The braking system is one of the components of the whole 
trailer. Considering broader possibilities of using the mathematical 
model presented in this article, there is a chance to use it to model 
the movement of a trailer or a tractor–trailer combination similar to 
the one presented in a previous study [35]. Additionally, the 
braking system model can be combined with other component 
models such as shock absorbers, springs, control arms or wheels, 
to evaluate vehicle handling. By supplementing the model 
presented in a pervious study [36] with the braking system, one 
can obtain a model of the entire trailer or tractor–trailer 
combination. 

6. CONCLUSIONS 

The simulations presented in the article were intended to 
demonstrate the purpose of using the differential valve in trailer 
braking systems. The proposed mathematical model, in spite of its 
simplifications, turned out to be useful for the preliminary 
comparative evaluation of the systems adopted without and with a 
differential valve. Based on the analyses performed, the following 
conclusions were reached. 
1. The application of the differential valve in the braking system 

in all analysed variants of the control pipe length can result in 
the reduction of the actuator response time. In the case of a 
pipe with a length of 20 m and a throughput between the valve 
chambers of 3.5 × 10-7 m2, the response time is reduced by 
42.77%. 

2. The dominant parameter affecting the performance of the 
differential valve is the throughput between its chambers. The 
throughput can reduce the response time or, depending on 
the value, change the valve action from accelerating to 
tracking. A system with a wire of 20 m length and a 4 × 10-7 
m2 throughput between chambers increases the response 
time by 9.93% while maintaining the tracking action. 

3. The acceleration effect of the differential valve system 
depends on the course of the forcing pulse. For the rise times 
of the control pressure to the maximum value below 0.5 s, the 
acceleration effect was obtained (the maximum at 0.2 s was 
by 42.77%). At a rise time of 0.5 s, the action changed to 
tracking with 9.23% retardation with respect to the system 
without a valve. 

4. Based on the calculations and analyses performed, it is 
suggested that a mechatronic system could be used to enable 
smooth adjustment of the flow rate between the chambers of 
the differential valve control system. This type of system could 
adjust the differential valve to the characteristics of the trailer. 
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Abstract: This work studies the problem of thermomagnetoelectroelastic anisotropic bimaterial with imperfect high-temperature conducting 
coherent interface, whose components contain thin inclusions. Using the extended Stroh formalism and complex variable calculus,  
the Somigliana-type integral formulae and the corresponding boundary integral equations for the anisotropic thermomagnetoelectroelastic 
bimaterial with high-temperature conducting coherent interface are obtained. These integral equations are introduced into the modified 
boundary element approach. The numerical analysis of new problems is held and results are presented for single and multiple inclusions. 

Key words: anisotropic bimaterial, thermomagnetoelectroelastic, imperfect interface, high-temperature conducting, thin inclusion 

1. INTRODUCTION 

Pyroelectric, pyromagnetic and multifield material structures 
are widely used in modern engineering design, especially in the 
developed high-tech manufactures, devices of fine mechanics and 
of innovative character. These structures allow combining and 
redistributing the energy of four fields of different physical nature 
(mechanical, thermal, electrical and magnetic), and therefore have 
great potential for use in instrument and sensor systems, preci-
sion positioning devices, energy converters and more. 

The development of such bimaterials can be provided by me-
chanical combination of pyroelectric (ferroelectric) and magneto-
strictive (piezomagnetic) materials. As a result, a thin layer ap-
pears at the interface, which affects the temperature and stress 
fields in a structurally inhomogeneous solid. When modelling the 
effect of this layer, certain boundary conditions of imperfect ther-
mal and magnetoelectromechanical contact of bimaterial compo-
nents are used. Mainly in the scientific literature [1], [2], there are 
two types of imperfect thermal conditions of contact of a thin layer 
with the environment. These are the high- and low-temperature 
conducting. There are also two types of imperfect mechanical 
contact conditions, which are the soft and rigid interfaces. In 
addition, there can be present some other inhomogeneities in the 
structural materials (e.g. cracks, thin inclusions etc.), which can 
also be modelled in conditions of imperfect contact, and they 
should be taken into account. Thus, the development of effective 
methods for modelling and studying the distribution of thermal, 
mechanical, electric and magnetic fields in bimaterial deformable 
solids with an imperfect material interface and internal thin inho-
mogeneities is an important scientific problem with wide possibili-
ties of practical use. 

The study of bimaterial solids with defects is quite widely cov-

ered in the scientific literature. For example, in [13] the authors 
studied three models of interfacial cracks (electrically perfectly 
permeable, semi-permeable and impermeable) in piezoelectric 
materials using the boundary element method. The article [14] 
presents an analysis of problems for cracks in homogeneous 
piezoelectrics and at the interface of two different piezoelectric 
materials; the corresponding explicit analytical solutions are ob-
tained. In [2] author uses specially designed conditions at the 
material boundary to model the contact surface between two 
anisotropic materials. Pan and Amadei in [11] developed an effec-
tive boundary-element approach to solving problems for elastic 
anisotropic bimaterial solids containing cracks and thin inclusions. 
Wang and Pan [12] constructed Green's functions for an aniso-
tropic thermoelastic bimaterial with a Kapitza-type interface. 

An effective method for solving thermomagnetoelectroelastic 
problems for bimaterials is an approach based on the methods of 
complex variable calculus and the Stroh formalism. It is widely 
used in the analysis of anisotropic [6], [7], piezoelectric [7], [15], 
[16] and magnetoelectroelastic [15] solids with through cracks and 
inclusions. In [3], [4], boundary integral Somilliana-type equations 
for the boundary-element analysis of anisotropic thermomagne-
toelectroelastic bimaterial with holes, cracks and thin inclusions 
are obtained. 

This paper expands the possibilities of the Stroh formalism-
based approach for a thermomagnetoelectroelastic bimaterial 
solid with a high-temperature conducting interface and perfect 
magnetoelectromechanical contact of components that may con-
tain thin inclusions sensitive to the influence of fields of different 
nature. An appropriate mathematical model has been developed. 
Also, there were obtained integral equations of the Somilliana-
type and solved a number of problems for single and interacting 
inclusions. 
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2. GOVERNING EQUATIONS  
OF THERMOMAGNETOELECTROELASTICITY 

Consider a piecewise homogeneous anisotropic linear ther-
momagnetoelectroelastic medium in the reference coordinate 
system 𝑂𝑥1𝑥2𝑥3. According to [6], [7] and [8], the balance equa-
tions for stress, electric displacement, magnetic induction and 
heat flux, as well as constitutive relations can be expressed using 
the complex variable calculus. The extended Stroh formalism 
allows to write the general solution of these equations through 

certain analytical functions 𝑓(𝑧) and 𝑔(𝑧) as 

𝜃 = 2Re{𝑔′(𝑧𝑡)}, 𝜗 = 2𝑘𝑡Im{𝑔′(𝑧𝑡)}; 

�̃� = 2Re[𝐀𝐟(𝑧∗) + 𝐜𝑔(𝑧𝑡)], �̃� = 2Re[𝐁𝐟(𝑧∗) + 𝐝𝑔(𝑧𝑡)]; 

�̃�𝑖 = 𝑢𝑖 , �̃�4 = 𝜙, �̃�5 = 𝜓; �̃�𝑖𝑗 = 𝜎𝑖𝑗 , �̃�4𝑗 = 𝐷𝑗 , �̃�5𝑗 = 𝐵𝑗  (𝑖 = 1,2,3) 

�̃�𝑖1 = −�̃�𝑖,2, �̃�𝑖2 = �̃�𝑖,1; 𝑧𝑡 = 𝑥1 + 𝑝𝑡𝑥2, 𝑧𝛼 = 𝑥1 + 𝑝𝛼𝑥2;  (1) 

ℎ1 = −𝜗,2, ℎ2 = 𝜗,1; 𝑘𝑡 = √𝑘11𝑘22 − 𝑘12
2, 

𝐟(𝑧∗) = [𝐹1(𝑧1), 𝐹2(𝑧2), 𝐹3(𝑧3)]T, 

where 𝜎𝑖𝑗  is a stress tensor; 𝑢𝑖 
is a displacement vector; ℎ𝑖 is 

heat flux; 𝐷𝑖  is electric displacement; 𝐵𝑖  is magnetic induction; 𝑞 

is a density of free charges; 𝑓𝑖 is the body force; 𝑓ℎ is the density 

of distributed heat; 𝜙 and  𝜓 are electric and magnetic potentials; 
𝜃 is a change of temperature with respect to the reference one; 

𝑘𝑖𝑗  are thermal conductivity coefficients; 𝜗 is heat flow function; 

𝐟(𝑧) is a vector of Stroh complex potentials; 𝑔(𝑧) is a tempera-
ture potential; 𝐹𝛼(𝑧𝛼) are certain analytical functions; and 𝑝𝑡  is a 
complex constant (with a positive imaginary part), which is the 
root of the characteristic equation of thermal conductivity  
𝑘22𝑝𝑡

2 + 2𝑘12𝑝𝑡 + 𝑘11 = 0. 
Matrices 𝐀 ≡ [𝐴𝑖𝛼] = [𝐚𝛼], 𝐁 ≡ [𝑏𝑖𝛼] = [𝐛𝛼], constants 

𝑝𝛼(𝛼 = 1, … ,5) and vectors 𝐜 and 𝐛 are determined from the 
eigenvalue problem of the Stroh formalism [6] on the basis of 
elastic, piezoelectric, dielectric and piezomagnetic constants of 
the material. 

The Stroh complex potentials, the vector-functions of dis-
placement and stress are related by the following equations [7] : 

𝐟(𝑧∗) = 𝐁T𝐮 + 𝐀T𝛗 − 𝐁T𝐮𝑡 − 𝐀T𝛗𝑡 ,

𝐮𝑡 = 2Re{𝐜𝑔(𝑧𝑡)}, 𝛗𝑡 = 2Re{𝐝𝑔(𝑧𝑡)}.
 (2) 

Function 𝑔′(𝑧𝑡), temperature and heat flux function are related 
as 

𝑔′(𝑧𝑡) =
1

2
(𝜃 + 𝑖

𝜗

𝑘𝑡
). (3) 

3. FORMULATION OF THE PROBLEM 

Consider the problem of thermal conductivity and deformation 
for an anisotropic thermomagnetoelectroelastic bimaterial medium 
with inclusions. It consists of two thermomagnetoelectroelastic 
anisotropic half-spaces, which are separated by a surface 𝑥2 = 0 

and contains cylindrical holes parallel to the 𝑥3 axis on the sur-
face of which arbitrary independent mechanical and thermal 
boundary conditions are given (Fig.1). In this case, it suffices to 
consider the temperature and thermomagnetoelectroelastic state 

in an arbitrary cross-section 𝐾 which is perpendicular to 𝑥3. 

 
Fig. 1. Geometric scheme of a plane problem  
            for a thermomagnetoelectroelastic anisotropic bimaterial medium 

At the interface, the conditions of imperfect thermal contact in 
the form of a high-temperature conducting interface 

 𝜗(1)(𝑥1, 𝑥2)|𝑥2=0 = 𝜗(𝑥1) + 𝜇0𝜃,1(𝑥1), 𝜇0 = 2ℎ𝑖𝑛𝑡𝑘22
𝑖𝑛𝑡, 

𝜗(2)(𝑥1, 𝑥2)|𝑥2=0 = 𝜗(𝑥1),  (4) 

𝜃(1)(𝑥1, 𝑥2)|𝑥2=0 = 𝜃(2)(𝑥1, 𝑥2)|𝑥2=0 = 𝜃(𝑥1), ∀𝑥2 = 0; (5) 

and the conditions of perfect magnetoelectromechanical contact 
of components are given 

�̃�(1)(𝑥1, 𝑥2)|𝑥2=0 = �̃�(2)(𝑥1, 𝑥2)|𝑥2=0 = �̃�(𝑥1), (6) 

�̃�(1)(𝑥1, 𝑥2)|𝑥2=0 = �̃�(2)(𝑥1, 𝑥2)|𝑥2=0 = �̃�(𝑥1), ∀𝑥2 = 0. (7) 

Here, superscripts 1 and 2 are used to denote the values of 

the fields acting in half-spaces 𝑆1 and 𝑆2, respectively. A thin 
intermediate layer is removed from consideration. Each half-space 

contains a system of smooth closed contours Γ1 = ⋃ Γ𝑖
(1)

𝑖  and 

Γ2 = ⋃ Γ𝑖
(2)

𝑖 . On them, it is possible to set various thermal or 

mechanical boundary conditions. 
To derive the integral formulas for the Stroh complex poten-

tials, we use the Cauchy integral formula [5]: 

1

2𝜋𝑖
∫

𝜙(𝜏)𝑑𝜏

𝜏−𝑧𝜕𝑆
= {

𝜙(𝑧) ∀𝑧 ∈ 𝑆,
   0    ∀𝑧 ∉ 𝑆.

 (8) 

It outlines the relationship between the values of an arbitrary 
complex function (analytic in 𝑧 ∈ 𝑆) at the boundary 𝜕𝑆 of the 

domain 𝑆 outside and inside it. The function 𝜙(𝑧) is assumed to 

have no poles in 𝑧 ∈ 𝑆. Here 𝜏, 𝑧 ∈ ℂ are complex variables that 
characterise the location of the source points and the field, re-

spectively. Also, in Eq. (8) it is assumed that when the domain 𝑆 

is infinite, then the function 𝜙(𝜏) should vanish at 𝑧 → ∞. 

4. DERIVATION OF INTEGRAL REPRESENTATIONS  
FOR BIMATERIAL WITH IMPERFECT THERMAL 
CONTACT OF COMPONENTS 

4.1. Thermal conductivity 

The problem of thermal conductivity is linear. Its solution can 
be represented as a superposition of homogeneous and perturbed 

solutions. Homogeneous solutions 𝑔1∞(𝑧𝑡
(1)

) and 𝑔2∞(𝑧𝑡
(2)

) 

satisfy Eq. (3). The perturbed solutions are caused by the pres-

ence of contours Γ1 and Γ2 and certain boundary conditions set 
on them.  



Heorhiy Sulym, Andrii Vasylyshyn, Iaroslav Pasternak                            DOI  10.2478/ama-2022-0029 
Influence of Imperfect Interface of Anisotropic Thermomagnetoelectroelastic Bimaterial Solids on Interaction of Thin Deformable Inclusions 

244 

Let us write the Cauchy formulas for the components of the 
bimaterial as follows: 

∀Im (𝑧𝑡
(1)

) > 0, 

𝑔1
′ (𝑧𝑡

(1)
) =

1

2𝜋𝑖
∫

𝑔1
′ (𝜏𝑡

(1)
)𝑑𝜏𝑡

(1)

𝜏𝑡
(1)

−𝑧𝑡
(1)𝛤

+
1

2𝜋𝑖
∫

𝑔1
′ (𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(1)

∞

−∞
,  (9.1) 

∀Im (𝑧𝑡
(2)

) < 0, 

𝑔2
′ (𝑧𝑡

(2)
) =

1

2𝜋𝑖
∫

𝑔2
′ (𝜏𝑡

(2)
)𝑑𝜏𝑡

(2)

𝜏𝑡
(2)

−𝑧𝑡
(2)𝛤

+
1

2𝜋𝑖
∫

𝑔2
′ (𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(2)

∞

−∞
. (9.2) 

Using the conditions of imperfect thermal contact, Eq. (3) can 
be written as 

𝑔1
′ (𝑥1) =

1

2𝜋
(𝜃(𝑥1) +

𝑖

𝑘𝑡
(1) 𝜗(𝑥1) +

𝑖𝜇0

𝑘𝑡
(1) 𝜃,1(𝑥1)); (9.3) 

𝑔2
′ (𝑥1) =

1

2𝜋
(𝜃(𝑥1) +

𝑖

𝑘𝑡
(2) 𝜗(𝑥1)).  (9.4) 

Thus, we substitute now Eqs (9.3) and (9.4) into Eqs (9.1) and 
(9.2), respectively 

𝑔1
′ (𝑧𝑡

(1)
) =

1

2𝜋𝑖
∫

𝑔1
′ (𝜏𝑡

(1)
)𝑑𝜏𝑡

(1)

𝜏𝑡
(1)

−𝑧𝑡
(1)𝛤

+
1

2𝜋𝑖
(

1

2
∫

𝜃(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(1)

∞

−∞
+

𝑖

2𝑘𝑡
(1) ∫

𝜗(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(1)

∞

−∞
+

𝑖

2𝑘𝑡
(1) ∫

𝜇0𝜃,1(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(1)

∞

−∞
); 

𝑔2
′ (𝑧𝑡

(2)
) =

1

2𝜋𝑖
∫

𝑔2
′ (𝜏𝑡

(2)
)𝑑𝜏𝑡

(2)

𝜏𝑡
(2)

−𝑧𝑡
(2)𝛤

+
1

2𝜋𝑖
(

1

2
∫

𝜃(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(2)

∞

−∞
+

𝑖

2𝑘𝑡
(2) ∫

𝜗(𝑥1)𝑑𝑥1

𝑥1−𝑧𝑡
(2)

∞

−∞
).  

Excluding integrals along the interface of half-spaces we ob-
tain 

𝑔1
′ (𝑧𝑡

(1)
) =

1

2𝜋𝑖
[𝑞𝑡

(1)
(𝑧𝑡

(1)
) + �̅�𝑡

(1)
(𝑧𝑡

(1)
) −

(1+𝐾)

𝛽1
�̅�𝑡

(1)
(𝛽1; 𝑧𝑡

(1)
)  

+
(1−𝐾)

𝛽1
𝑒𝑡

(2)
(𝛽1; 𝑧𝑡

(1)
)].  (10) 

𝑔2
′ (𝑧𝑡

(2)
) =

1

2𝜋𝑖
[𝑞𝑡

(2)
(𝑧𝑡

(2)
) + �̅�𝑡

(2)
(𝑧𝑡

(2)
) +

(1+𝐾)

𝛽2
𝑒𝑡

(1)
(𝛽2; 𝑧𝑡

(2)
)  

−
(1−𝐾)

𝛽1
�̅�𝑡

(2)
(𝛽2; 𝑧𝑡

(2)
)].  (11) 

Here 

𝑞𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) = ∫
𝑔𝑖

′(𝜏𝑡
(𝑖)

)𝑑𝜏𝑡
(𝑖)

𝜏𝑡
(𝑖)

−𝑧𝑡
(𝑗)Γ𝑖

, �̅�𝑡
(𝑖)

(𝑧𝑡
(𝑗)

) = ∫
𝑔𝑖

′(𝜏𝑡
(𝑖)

)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑑�̅�𝑡
(𝑖)

�̅�𝑡
(𝑖)

−𝑧𝑡
(𝑗)Γ𝑖

. 

𝐾 =
𝑘𝑡

(1)
−𝑘𝑡

(2)

𝑘𝑡
(1)

+𝑘𝑡
(2); 

1

𝑘𝑡
(1)

+𝑘𝑡
(2) =

1+𝐾

2𝑘𝑡
(1) =

1−𝐾

2𝑘𝑡
(2); 

𝛽1 = −
𝑖𝜇0(1+𝐾)

2𝑘𝑡
(1) , 𝛽2 =

𝑖𝜇0(1−𝐾)

2𝑘𝑡
(2) . (12) 

𝑒𝑡
(𝑘)

(𝛼𝑖; 𝑧𝑡
(𝑗)

) = 𝑒
−

𝑧𝑡
(𝑗)

𝛼𝑖 ∫ 𝑒
𝑧𝑡

(𝑗)

𝛼𝑖 𝑞𝑡
(𝑘)

(𝑧𝑡
(𝑗)

) 𝑑𝑧𝑡
(𝑗)

;  

�̅�𝑡
(𝑘)

(𝛼𝑖; 𝑧𝑡
(𝑗)

) = 𝑒
−

𝑧𝑡
(𝑗)

𝛼𝑖 ∫ 𝑒
𝑧𝑡

(𝑗)

𝛼𝑖 �̅�𝑡
(𝑘)

(𝑧𝑡
(𝑗)

) 𝑑𝑧𝑡
(𝑗)

.  

Thus, there are obtained integral representation for the tem-

perature and heat flux at any point 𝛏 bimaterial 

𝜃(𝛏) = {
2Re {𝑔1

′ (𝑍𝑡
(1)

(𝛏))} (∀𝛏 ∈ 𝑆1),

2Re {𝑔2
′ (𝑍𝑡

(2)
(𝛏))} (∀𝛏 ∈ 𝑆2)

=  

= ∫ [ΘHCI∗(𝐱, 𝛏)ℎ𝑛(𝐱) − HHCI∗(𝐱, ξ)𝜃(𝐱)]𝑑𝑠(𝐱)
Γ

+ 𝜃∞(𝛏); (13) 

ℎ(𝛏) = {
2𝑘𝑡

(1)
Im {(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡

(1)
) 𝑔1

′′ (𝑍𝑡
(1)

(𝛏))} (∀𝛏 ∈ 𝑆1),

2𝑘𝑡
(2)

Im {(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡
(2)

) 𝑔2
′′ (𝑍𝑡

(2)
(𝛏))} (∀𝛏 ∈ 𝑆2)

=  

= ∫ Θ𝑖
HCI∗∗(𝐱, 𝛏)ℎ𝑛(𝐱)𝑑𝛤(𝐱)

Γ
− ∫ H𝑖

HCI∗∗(𝐱, 𝛏)𝜃(𝐱)𝑑𝑠(𝐱)
Γ

+

+ ℎ𝑖
∞(𝛏).  (14) 

The functions 𝜃∞(𝛏) and ℎ𝑖
∞(𝛏) are homogeneous solutions 

for the bimaterial 

𝜃∞(𝛏) = {
2Re {𝑔1∞

′ (𝑍𝑡
(1)

(𝛏))} (∀𝛏 ∈ 𝑆1),

2Re {𝑔2∞
′ (𝑍𝑡

(2)
(𝛏))} (∀𝛏 ∈ 𝑆2);

   

ℎ𝑖
∞(𝛏) = {

2𝑘𝑡
(1)

Im {(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡
(1)

) 𝑔1∞
′′ (𝑍𝑡

(1)
(𝛏))} (∀𝛏 ∈ 𝑆1),

2𝑘𝑡
(2)

Im {(𝛿2𝑖 − 𝛿1𝑖𝑝𝑡
(2)

) 𝑔2∞
′′ (𝑍𝑡

(2)
(𝛏))} (∀𝛏 ∈ 𝑆2).

    

4.2. Thermomagnetoelectric elasticity 

Using Eq. (8), we write the Cauchy integral formula for vectors 

𝐟(1)(𝑧∗
(1)

) and 𝐟(2)(𝑧∗
(2)

) of Stroh complex potentials which are 

analytical functions in 𝑆1 and 𝑆2, respectively  

𝐟(1) (𝑧∗
(1)

) =
1

2𝜋𝑖
[∫ 〈

𝑑𝜏∗
(1)

𝜏∗
(1)

−𝑧∗
(1)〉Γ𝑖

𝐟(1) (𝜏∗
(1)

) +

∫ 〈
𝑑𝑥1

𝑥1−𝑧∗
(1)〉

∞

−∞
𝐟(1)(𝑥1)], 

𝐟(2) (𝑧∗
(2)

) =
1

2𝜋𝑖
[∫ 〈

𝑑𝜏∗
(2)

𝜏∗
(2)

−𝑧∗
(1)〉Γ𝑖

𝐟(2) (𝜏∗
(2)

) +

∫ 〈
𝑑𝑥1

𝑥1−𝑧∗
(2)〉

∞

−∞
𝐟(2)(𝑥1)]. 

Introducing notation 

𝐪𝑗 (𝑧𝛽
(𝑖)

) = ∫ 〈
𝑑𝜏∗

(𝑗)

𝜏∗
(𝑗)

−𝑧𝛽
(𝑖)〉Γ𝑖

𝐟(𝑗) (𝜏∗
(𝑗)

), 

�̅�𝑗 (𝑧𝛽
(𝑖)

) = ∫ 〈
𝑑�̅�∗

(𝑗)

�̅�∗
(𝑗)

−𝑧
𝛽
(𝑖)〉Γ𝑖

𝐟̅(𝑗) (𝜏∗
(𝑗)

), (15) 

we rewrite them in the form of 

𝐟(1) (𝑧∗
(1)

) =
1

2𝜋𝑖
[𝐪1 (𝑧∗

(1)
) + ∫ 〈

𝑑𝑥1

𝑥1−𝑧∗
(1)〉

∞

−∞
𝐟(1)(𝑥1)], 

0 = �̅�1 (𝑧∗
(1)

) + ∫ 〈
1

𝑥1−𝑧∗
(1)〉

∞

−∞
𝐟̅(1)(𝑥1)𝑑𝑥1,

0 = 𝐪1 (𝑧∗
(2)

) + ∫ 〈
1

𝑥1−𝑧∗
(2)〉

∞

−∞
𝐟(1)(𝑥1)𝑑𝑥1;

 (16) 

𝐟(2) (𝑧∗
(2)

) =
1

2𝜋𝑖
[𝐪2 (𝑧∗

(2)
) + ∫ 〈

1

𝑥1−𝑧∗
(2)〉

∞

−∞
𝐟(2)(𝑥1)𝑑𝑥1], 

0 = �̅�2 (𝑧∗
(2)

) − ∫ 〈
1

𝑥1−𝑧∗
(2)〉

∞

−∞
𝐟̅(2)(𝑥1)𝑑𝑥1,

0 = 𝐪2 (𝑧∗
(1)

) − ∫ 〈
1

𝑥1−𝑧∗
(1)〉

∞

−∞
𝐟(2)(𝑥1)𝑑𝑥1.

 (17) 

Excluding from Eqs (16) and (17) integrals along the interface 
of half-spaces using the Stroh orthogonality conditions we obtain 

𝐟(1) (𝑧∗
(1)

) =
1

2𝜋𝑖
[𝐪1 (𝑧∗

(1)
) + ∑ 𝐈𝛽 (𝐆1

(1)
�̅�1 (𝑧𝛽

(1)
)5

𝛽=1 +

 𝐆2
(1)

𝐪2 (𝑧𝛽
(1)

)) + 〈�̅�𝑡
(1)

(𝑧𝑡
(1)

)〉 𝛅1
(1)

+ 〈𝑄𝑡
(2)

(𝑧𝑡
(1)

)〉 𝛅2
(1)

+

〈�̅�𝑡
(1)

(𝛽1; 𝑧𝑡
(1)

)〉 𝐗1
(1)

+ 〈𝑒𝑡
(2)

(𝛽1; 𝑧𝑡
(1)

)〉 𝐗2
(1)

 ]. (18) 
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Here  

𝐗1
(1)

= −𝛅1
(1)

− 2𝑖𝑘𝑡
(1)

(𝐆1
(1)

�̅�1 − 𝛍1), 

𝐗2
(1)

= −𝛅2
(1)

+ 2𝑖𝑘𝑡
(2)

(𝐆2
(1)

𝛍2). 

𝛅1
(1)

= −(1 + 𝐾) (𝐆2
(1)

𝜆2 − 𝐆1
(1)

�̅�1 − 𝜆1) + 𝑖𝑘𝑡
(2)(1 +

𝐾) (𝐆2
(1)

𝜇2 − 𝐆1
(1)

�̅�1 − 𝜇1),  

𝛅2
(1)

= (1 − 𝐾) (𝐆2
(1)

𝜆𝟐 − 𝐆1
(1)

�̅�1 − 𝜆1) + 𝑖𝑘𝑡
(2)(1 +

𝐾) (𝐆2
(1)

𝜇2 − 𝐆1
(1)

�̅�1 − 𝜇1).  

𝐆1
(1)

= −[𝐀1
T(�̅�1�̅�1

−1 − 𝐀2𝐁2
−1)−T�̅�1

−T + 𝐁1
T(�̅�1�̅�1

−1 −

𝐁2𝐀2
−1)−T�̅�1

−T], 

𝐆2
(1)

= −[𝐀1
T(�̅�1�̅�1

−1 − 𝐀2𝐁2
−1)−T�̅�2

−T + 𝐁1
T(�̅�1�̅�1

−1 −

𝐁2𝐀2
−1)−T�̅�2

−T]. 

𝐟(2) (𝑧∗
(2)

) =
1

2𝜋𝑖
[𝐪2 (𝑧∗

(2)
) + ∑ 𝐈𝛽 (𝐆1

(2)
𝐪1 (𝑧𝛽

(2)
)5

𝛽=1 +

 𝐆2
(2)

�̅�2 (𝑧𝛽
(2)

)) + 〈𝑄𝑡
(1)

(𝑧𝑡
(2)

)〉 𝛅1
(2)

+ 〈�̅�𝑡
(2)

(𝑧𝑡
(2)

)〉 𝛅2
(2)

+

〈𝑒𝑡
(1)

(𝛽2; 𝑧𝑡
(2)

)〉 𝐗1
(2)

+ 〈�̅�𝑡
(2)

(𝛽2; 𝑧𝑡
(2)

)〉 𝐗2
(2)

 ].  (19) 

and 

𝐗1
(2)

= −𝛅1
(2)

− 2𝑖𝑘𝑡
(1)

𝐆2
(2)

𝛍1, 

𝐗2
(2)

= −𝛅1
(1)

+ 2𝑖𝑘𝑡
(2)

(𝐆2
(2)

�̅�2 − 𝛍2). 

𝛅1
(2)

= −(1 + 𝐾) (𝐆1
(2)

𝜆1 − 𝐆2
(2)

�̅�2 + 𝜆2) − 𝑖𝑘𝑡
(2)(1 +

𝐾) (𝐆1
(2)

𝜇1 − 𝐆2
(2)

�̅�2 + 𝜇2), 

𝛅2
(2)

= (1 − 𝐾) (𝐆1
(2)

𝜆1 − 𝐆2
(2)

�̅�2 + 𝜆2) − 𝑖𝑘𝑡
(2)(1 +

𝐾) (𝐆1
(2)

𝜇1 − 𝐆2
(2)

�̅�2 + 𝜇2). 

𝐆1
(2)

= −[𝐀2
T(𝐀1𝐁1

−1 − �̅�2�̅�2
−1)−T𝐁1

−T + 𝐁2
T(𝐁1𝐀1

−1 −

�̅�2�̅�2
−1)−T𝐀1

−T], 

𝐆2
(2)

= −[𝐀2
T(𝐀1𝐁1

−1 − �̅�2�̅�2
−1)−T�̅�2

−T + 𝐁2
T(𝐁1𝐀1

−1 −

�̅�2�̅�2
−1)−T�̅�2

−T]. 

The obtained  (18) and (19) allow to write integral relations 
that relate the displacements at an arbitrary point of the thermo-
magnetoelectroelastic bimaterial with temperature, heat flux and 

displacement and traction on the contours i : 

𝐮(𝛏) = {
2Re {𝐀1𝐟(1) (𝑍∗

(1)
(𝛏)) + 𝐜1𝑔1 (𝑍𝑡

(1)
(𝛏))} (∀𝛏 ∈ 𝑆1),

2Re {𝐀2𝐟(2) (𝑍∗
(2)

(𝛏)) + 𝐜2𝑔2 (𝑍𝑡
(2)

(𝛏))} (∀𝛏 ∈ 𝑆2)
= 

= 𝐮∞(𝛏) + ∫ [
Γ

𝐔bm(𝐱, 𝛏)𝐭(𝐱) − 𝐓bm(𝐱, 𝛏)𝐮(𝐱) +

+𝐫HCI(𝐱, 𝛏)𝜃(𝐱) + 𝐯HCI(𝐱, 𝛏)ℎ𝑛(𝐱)]𝑑𝑠(𝐱), (20) 

Also, using Eqs (18) and (19) it is possible to write similar ex-
pressions to determine the stress in an arbitrary point of thermo-
magnetoelectroelastic bimaterial 

𝛔𝑗(𝛏) = {
2Re{𝐁1(𝛿2𝑗 − 𝛿1𝑗𝑝∗

(1)
)𝐟′(𝑍∗

(1)
(𝛏)) + 

2Re{𝐁2(𝛿2𝑗 − 𝛿1𝑗𝑝∗
(2)

)𝐟′(𝑍∗
(2)

(𝛏)) +
  

+𝐝1(𝛿2𝑗 − 𝛿1𝑗𝑝𝑡
(1)

)𝑔1
′ (𝑍𝑡

(1)
(𝛏))}, (∀𝛏 ∈ 𝑆1)

+𝐝2(𝛿2𝑗 − 𝛿1𝑗𝑝𝑡
(2)

)𝑔2
′ (𝑍𝑡

(2)
(𝛏))}, (∀𝛏 ∈ 𝑆2)

= (21) 

= 𝝈𝒋
∞(𝛏) + ∫ [

Γ
𝐃𝑗

bm(𝐱, 𝛏)𝐭(𝐱)𝑑𝑠(𝐱) − 𝐒𝑗
bm(𝐱, 𝛏)𝐮(𝐱) +

+𝐪𝑗
HCI(𝐱, 𝛏)𝜃(𝐱)𝑑𝑠(𝐱) + 𝐰𝑗

HCI(𝐱, 𝛏)ℎ𝑛(𝐱)𝑑𝑠(𝐱)]𝑑𝑠(𝐱).  

According to [10], stress and displacement discontinuities in 
the vicinity of tips of thin inhomogeneities are characterised by 
generalised stress, electric displacements and magnetic induction 
intensity factors. They are determined by the discontinuity func-
tions at the tip of inhomogeneity by formulas 

�̃�(1) = lim𝑠→0 √
𝜋

8𝑠
𝐋 ∙ ∆�̃�(𝑠); �̃�(2) = − lim𝑠→0 √

𝜋𝑠

2
Σ�̃�(𝑠), 

where �̃�(1) = [𝐾21, 𝐾11, 𝐾31, 𝐾41, 𝐾51], 

�̃�(2) = [𝐾12
(2)

, 𝐾22
(2)

, 𝐾32, 𝐾42, 𝐾52] – are the vectors of general-

ised stress and electric displacement intensity factors; 𝐋 =

−2√−1𝐁𝐁T– the real tensor Burnett–Lotte [9]. The first two 

components 𝐾12
(2)

, 𝐾22
(2)

 of the vector �̃�(2) differ from generalised 

SIFs 𝐾12, 𝐾22, which are introduced for purely elastic problems. 

To find 𝐾12, 𝐾22, through �̃�(2) we need to use the formula 

𝑘𝑖
(2)

= 𝑆𝑗𝑖�̃�𝑗
(2)

 (𝑖 = 1,2; 𝑗 = 1, … ,5). 

Here 𝐤(2) = [𝐾22, 𝐾12]T – the vector of generalised SIF; 

𝐒 = √−1(𝟐𝐀𝐁T − 𝐈) – the second real Burnett–Lotte tensor 
[9]. 

Generalised heat flux intensity factors are defined as 

𝐾ℎ1 = − lim𝑠→0 √
𝜋

8𝑠
𝑘𝑡 ∙ ∆𝜃(𝑠) ; 𝐾ℎ2 = − lim𝑠→0 √

𝜋𝑠

2
Σℎ𝑛(𝑠). 

Fields of displacements, stresses, temperatures and heat flux 
in the vicinity of the inclusion tip are fully characterised by general-
ised stress and electric displacement intensity factors and are 
defined by the following relationships: 

�̃�(𝛏) = √
2

𝜋
Im{𝐀〈√𝑍∗〉(√−1𝐁−1�̃�(1) − 2𝐀T �̃�(2))}, 

�̃�(𝛏) = √
2

𝜋
Im{𝐁〈√𝑍∗〉(√−1𝐁−1�̃�(1) − 2𝐀T �̃�(2))}; 

𝜃 =
1

𝑘𝑡
√

2

𝜋
Im{(𝐾ℎ1 + √−1𝐾ℎ2)√𝑍𝑡}, 

𝜗 = √
2

𝜋
Im{(√−1𝐾ℎ1 − 𝐾ℎ2)√𝑍𝑡}. 

5. NUMERICAL EXAMPLES 

The obtained integral equations are introduced into the 
scheme of the modified boundary elements method [17]. To solve 
them, the curves Γ = ⋃ Γ𝑗𝑗  are approximated using 𝑛 rectilinear 

segments (boundary elements) Γ𝑞. At each element, three nodal 

points are set: one at the centre, and two others at the distance of 
1

3
 of element length at both sides of a central node (discontinuous 

three-node boundary element; if the polynomial shape functions 
are used it is called the discontinuous quadratic boundary element 
[7]). The boundary functions of temperature, heat flux, displace-
ment and stress are approximated at the element using their 
nodal values. This allows solving specific two-dimensional prob-
lems of thermomagnetoelectroelasticity for bimaterial solids with 
imperfect thermal contact of its components in the presence of 
inhomogeneities inside them.  

Example 1. To verify the proposed numerical method, con-
sider a test problem for finite square solid with elementary load 
given on its faces, which has analytic solution. To proceed with 
this, let us cut out a square from the upper half-space of a bimate-
rial solid with high-temperature conducting interface, and consider 
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the prismatic body of a square cross section. To model the latter, 
we used only 40 boundary elements. The lower boundary of the 
body is at a distance r to the interface (Fig. 2). On the upper 

boundary of the body it is given a temperature 𝜃0. 

 

Fig. 2. Cross-sectional scheme of a thermoelastic anisotropic  
  square body  

Let us check the influence of the high-temperature conducting 
interface on the temperature distribution in a given finite solid. To 

do this, let us fix the coordinate 𝑥 = 𝑥0 (𝑥0 ∈ [−
𝑊

2
;

𝑊

2
]) and 

find the temperature value at the points 𝑦 = 𝑦0 + 𝑟(𝑦0 ∈
[0; 𝐻]). The obtained plot shows that the temperature change is 
a linear function of coordinate, which is the exact analytic solution 
of the problem. Moreover, if one changes 𝑥0 the resulting plot 
does not change, which also verifies the developed boundary 
element approach. 

Now let us cut out the same prismatic body, with the same 
conditions, from the lower half-space. As in the previous case, we 

fix coordinate 𝑥 = 𝑥0 (𝑥0 ∈ [−
𝑊

2
;

𝑊

2
]) and calculate the 

temperature value at points 𝑦 = 𝑦0 − 𝑟(𝑦0 ∈ [−𝐻; 0]). The 
obtained schedule of temperature change is identical to the 
previous one, which also verifies the obtained kernels of boundary 
integral equations. 

It should also be noted that the change in thermal conductivity 
of the interface does not change the temperature in these bodies. 
It is obvious in this case (homogeneous material) that the high 
thermal conductivity interface does not affect the temperature 
distribution in the considered finite prismatic bodies, which further 
verifies the obtained integral formulas and developed computa-
tional programs. 

Example 2 Finally, consider the problem where the interface 

crosses the square solid (𝑊 = 𝐻), as shown in Fig. 3. The prop-
erties of the materials are the same as in the previous example. 

On the upper boundary of the solid, for 𝑦 =
𝐻

2
 the temperature is 

set as follows: 𝜃 = 4𝑥2 𝑊2⁄ , 𝑥 ∈ [−
𝑊

2
;

𝑊

2
].On the bottom 

boundary of the cut out square a temperature 𝜃0 = 0 is given. At 
the interface, the conditions of imperfect thermal contact in the 
form of a high-temperature conducting interface, Eqs (4) and (5), 
are satisfied. 

In addition to the boundary elements method, another 
approach was used to solve the problem for their mutual 
verification.  

 
Fig. 3. Sketch of a thermoelastic anisotropic square solid with HCI 

 

Fig. 4. Temperature change in the cross section of a square body  
  with HCI  

This approach is based on the Stroh formalism. The complex 
potentials (3) for a square solid with high-temperature conducting 
interface can be taken as the following finite sums of Laurent 
series, which are analytic in the selected domain 

𝑔1
′ (𝑧𝑡) = ∑ 𝐶𝑘

(1)
𝑧𝑡

𝑘𝑁
𝑘=0 , 𝑦 > 0;

𝑔2
′ (𝑧𝑡) = ∑ 𝐶𝑘

(2)
𝑧𝑡

𝑘𝑁
𝑘=0 , 𝑦 < 0.

  (22) 

Here N is the number of terms. Utilising interface conditions 

(4) and (5) one can easily find the dependence between 𝐶𝑘
(1)

 and 

𝐶𝑘
(2)

. After this these coefficients are determined in the following 

way. First, one computes the sum of squares of difference 
between given boundary conditions and temperature or heat flux 
obtained in Eq. (22) in a set of 𝑀 points at the boundary of the 
square solid. Then this functional is minimised as in the least 

square approach to determine 𝐶𝑘
(1)

 and 𝐶𝑘
(2)

. Thus, the complex 

potentials (22) are obtained explicitly. Using Eqs (1) and (22) it is 
then easy to plot temperature change in the cross-section of a 
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square solid depending on the distance to the interface (for 

instance, Fig. 4 depicts plot for HCI with 𝜇0 𝜇0
∗⁄ = 1). Since, on 

the boundary 𝑦 =
𝐻

2
 temperature is 𝜃 = 𝑥2, then the graph of 

temperature change for 𝑦 > 0 is parabolic (Fig. 4). The 𝑦 < 0 
plot shows that the temperature change is a linear function of 
coordinate, since we selected very high-temperature conductivity 
of the interface, and thus the temperature of the latter should be 
constant. 

The same results were obtained using developed modified 
boundary elements method, which once again confirms its 
correctness. 

Example 3. Consider the problem of plane strain for a ther-
momagnetoelectroelastic anisotropic bimaterial consisting of two 
half-spaces. It contains a rectilinear elastic isotropic thermally 
insulated electro- and magnetically permeable inclusion of finite 

length 2𝑎. For its modelling the coupling principle for continua of 
different dimension is used [10]. In this example, it is assumed 
that the coefficients of linear thermal expansion of the inclusion 
material are zero. Its cross section is perpendicular to the bimate-
rial boundary (Fig. 5). One inclusion tip is located.in the half-space 

𝑥2 > 0, and the other in the half-space 𝑥2 < 0. The singularity 
at the point of intersection of the inclusion with the material inter-
face is not accounted for. The centre of inclusion coincides with 

the origin. Inclusion thickness is ℎ = 0,01𝑎, and its relative 

rigidity is 𝑘 =
𝐺𝑖

𝐶11
. 

 

Fig. 5. Scheme of the problem for a thermomagnetoelectroelastic  
            anisotropic bimaterial containing a thin inhomogeneity 

The heat source of intensity 𝑞 is located in the half-space 
𝑥2 > 0 at a distance of 0,5𝑎 to the interface; heat drain of the 

same intensity 𝑞 is located in the half-space 𝑥2 < 0 also, at a 

distance of 0,5𝑎 to the interface antisymmetrically. 
Two problems are considered: 

I) both bimaterial components are made of barium titanate 

(BaTiO3); 

II) the component 𝑥2 > 0 is made of barium titanate, and 

𝑥2 < 0 of cadmium selenide (CdSe). 

According to [18], the properties of BaTiO3 are as follows: 
elastic moduli: 𝐶11 = 𝐶33 = 150, 𝐶22 = 146, 𝐶12 = 𝐶13 = 𝐶23 =
66, 𝐶44 = 𝐶66 = 44, 𝐶55 = 42; 

piezoelectric constants: 𝑒21 = 𝑒23 = −4.35, 𝑒22 = 17,5, 𝑒16 =
𝑒34 = 11,4; 

dielectric constants: 𝜅11 = 9,86775, 𝜅22 = 11,151; 
heat conduction coefficients: 𝑘11 = 𝑘22 = 2.5; 

thermal expansion coefficients: 𝛼11 = 8.53 ∙ 10−6, 𝛼22 = 1.99 ∙

10−6; pyroelectric constants: 𝜆2 = 13,3 ∙ 10−6. 
The properties of CdSe are as follows [19]: 
elastic moduli: 𝐶11 = 𝐶33 = 74.1, 𝐶22 = 83.6, 𝐶12 = 𝐶23 = 39.3, 

𝐶13 = 45.2, 𝐶44 = 𝐶66 = 13.17, 𝐶55 = 14.45; 
piezoelectric constants: 𝑒21 = 𝑒23 = −0,160, 𝑒22 = 0,347, 

𝑒16 = 𝑒34 = −0,138; 
dielectric constants: 𝜅11 = 0.0826, 𝜅22 = 0,0903; 
heat conduction coefficients: 𝑘11 = 1, 𝑘22 = 2.5; 
thermal expansion coefficients: 𝛽11 = 𝛽33 = 0,621, 𝛽22 = 0,551; 
pyroelectric constants: 𝜒2 = −2,94 ∙ 10−6. 

  

Fig. 6. Dependence of dimensionless generalised SIFs of the inclusion  
            in an infinite body on the parameter of the interface 𝜇0 

The plots in Fig. 6 show the dependence of the dimensionless 
stress intensity factors on the thermal conductivity parameter of 

the interface 𝜇0. All calculations were performed by the above-
mentioned method of boundary elements [6], [8].  20 boundary 
elements were used to model the inclusion surface. With a further 
increase in the number of elements, the results obtained differ by 
<0.5%. Generalised SIFs and thermal conductivity parameter are 

normalised by 𝐾0 = 𝑞𝛽11  √𝜋𝑎 𝑘11⁄  and 𝜇0
∗ = 𝑎𝑘11, respec-

tively. Here 𝑘11 and 𝛽11 are coefficients of BaTiO3. 
It is noticed that in the first case in Fig. 6 (I), when the compo-

nents of the matrix are made of the same materials with geometric 
symmetry of the problem and asymmetry of temperature load, the 
values of stress intensity factors at opposite tips of the inclusion 
are expected to be the same in magnitude and opposite in sign. 
The maximum are dimensionless SIFs 𝐾22

+ 𝐾0⁄ = 𝐾22
− 𝐾0⁄ , 

≈ 0,014 for the high-temperature conducting interface at 

𝜇0 𝜇0
∗⁄ = 10−5. 

When half-spaces have different properties but the same ge-
ometry of the problem and the same heat load (Fig. 6 (II)), the 
symmetry of the solution is obviously not observed. Since the 

material of the half-space 𝑥2 > 0 is the same as in the previous 
case, the values of the SIFs at the inclusion tip located in this half-
plane will change very little. However, at the inclusion tip, which is 
located in the lower half-space, the change in coefficients is more 

noticeable: when 𝜇0 𝜇0
∗⁄ = 10−5 𝐾22

− 𝐾0⁄  changes from 0.014 to 
0.0075, and 𝐾12

− 𝐾0⁄  from 0.005 to 0.002. 
Example 4. Now consider the bimaterial containing two iden-

tical inclusions that are perpendicular to the boundary. Their 
properties are the same as in the previous example. They are 

placed at a distance 𝑑 to the axis 𝑥2.The heat source and drain of 
the same magnitude are located at a distance of 0,5𝑎 to the 

material interface and at the distance of 2𝑑 to the axis 𝑥2 (Fig. 7). 
As in the previous problem, we study the dependence of 

stress intensity factors on the thermal conductivity parameter of 

the interface 𝜇0, (𝜇0
∗ = 𝛼𝑘11). 
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Fig. 7. Scheme of the problem for thermoelastic anisotropic  
            bimaterial with two inclusions 

 
Fig. 8. Dependence of dimensionless generalised SIFs of two inclusions 

in an infinite body on the parameter of the interface 𝜇0, when the 

components are made of the same materials 

 
Fig. 9. Dependence of dimensionless generalised SIFs of two inclusions 

in an infinite body on the parameter of the interface 𝜇0, when the 

components are made of different materials 

The plots (Fig. 8) show the values of generalised SIFs for the 
(a) first and (b) second inclusions, when the components of the 
matrix are made of the same materials. 

Due to the fact that the inclusions are identical in their 

properties and located symmetrically about the axes 𝑥2 and 𝑥1, 
and the materials of the components have the same properties, 
the plots for both inclusions have a similar behaviour and differ 
only in sign. As in the previous problem, the maximum values of 

𝐾22
+ 𝐾0⁄ = 0,011 were obtained for 𝜇0 𝜇0

∗⁄ = 10−5 
Somewhat different results are observed in the case when the 

component 𝑥2 < 0 of the bimaterial is made of a material, whose 
properties are different from 𝑥2 > 0. 

Fig. 9(a) shows that in this case the values of SIFs at the 
vertex of the first inclusion have undergone significant changes in 
comparison with the matrix of Fig. 8(a). The maximum value 

𝐾22
+ 𝐾0⁄  increased from 0.011 to 0.014; and 𝐾22

− 𝐾0⁄  from 0.008 

to 0.012. The values 𝐾12
− 𝐾0⁄  have also increased. 

By contrast, at the tip of the second inclusion, the values of 
SIFs decreased. Fig. 9(b) shows that the maximum value 𝐾22

− 𝐾0⁄  

decreased from 0.011 to 0.0078; 𝐾22
+ 𝐾0⁄  from 0.008 to 0.0061. 

Also, at the upper and lower ends of the second inclusion ap-

proach the value of 0.001 at 𝜇0 𝜇0
∗⁄ = 102. 

6. CONCLUSION 

A mathematical model of a thermagnetoelectroelastic bimate-
rial solid with a high-temperature conducting coherent interface 
and a perfect magnetoelectromechanical contact of components 
has been developed, which in turn may contain thin deformable 
inclusions. In a closed form, purely boundary integral equations of 
the formulated problem are derived. That is, equations in which 
there is no need to take into account the integrals along the 
interface; thus, the boundary element mesh is required only for 
the boundary of the composite body and the midline of the thin 
inclusions. 

The method can be extended to account for inclusions at the 
bimaterial interface; however, the oscillating singularity at its tip 
should be accounted for, which is beyond the scope of the present 
publication. Nevertheless, the present paper accounts for 
imperfect interface, which physically means a thin layer of 
different properties on the bimaterial interface, which is very 
important in practical applications. 

The use of the obtained integral equations in combination with 
the boundary element method allows to solve several new 
problems for bimaterials consisting of the same and different 
anisotropic thermomagnetoelectroelastic materials, as well as 
containing thin deformable inclusions. Graphical dependences of 
generalised SIFs on the thermal conductivity parameter are 
derived. The obtained results show that the high thermal 
conductivity interface significantly affects the stress fields at the 
vertices of thin inclusions. 

All this allows to state that the developed method allows to 
solve with high accuracy the problem of thermomagnetoelasticity 
for bimaterial solids with a high-temperature conducting interface 
with thin ribbon-like deformable inclusions or cracks, which has 
not been possible so far using traditional numerical approaches. 
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Abstract: Reverse engineering (RE) aims at the reproduction of products following a detailed examination of their construction  
or composition. Nowadays, industrial applications of RE were boosted by combining it with additive manufacturing. Printing of reverse-
engineered elements has become an option particularly when spare parts are needed. In this paper, a case study was presented  
that explains how such an approach can be implemented in the case of products with asymmetric mechanical properties and using 
replacement materials. In this case study, a reverse engineering application was conducted on a textile machine spare part. To this end, 
the nearest material was selected to the actual material selection and some mechanical tests were made to validate it. Next, a replacement 
part was designed by following the asymmetric push-in pull-out characteristic. Finally, the finite element analysis with Additive 
Manufacturing was combined and validated experimentally. 

Keywords: material characterisation, reverse engineering, additive manufacturing, finite element analysis, rapid prototyping 

1. INTRODUCTION 

Reverse engineering (RE) is nowadays widely used for 
solving problems related to the fabrication of spare parts for 
devices already in use for which full technical documentation is no 
longer available and/or spare parts can hardly be found. The 
frequency of such situations is expected to be increasing in the 
coming years because of current trends for extending the service 
time of devices stimulated by environmental concerns (R3 
principle: reduce, re-use, re-cycle) [1]. Moreover, the parts that 
are remanufactured with high-added value by various 
manufacturing methodologies have claimed to gain environmental 
benefits. Accordingly, comparing the life cycle assessment with 
the parts which are manufactured, remanufactured parts have the 
advantage regarding environmental attractiveness [2]. 

The popularity of RE has also increased with easier access to 
3D printers, particularly using polymeric materials. However, 
standard printers are utilising a relatively low number of 
substrates, far lower than the number of construction and 
functional engineering materials. Thus, an efficient approach to 
RE and fabrication of replacement parts might require, in some 
cases, the use of replacement materials with properties differing 
from the ones used by a manufacturer of the original element [3].  

In this case study of industrial importance, the selected 
replacement part is made from a rubber material since rubber as 
such is not as of yet a printing material [4–8]. Thermoplastic 
polyurethane (TPU) was selected as a replacement [9, 10], which 

is an additively manufacturable material and has good material 
properties in terms of ductility, shock absorption resistance and 
excellent biomedical application compatibility [11–16]. There are 
several studies reported in the literature on the mechanical 
properties of elements made of TPU by additive manufacturing 
[17–19]. In addition, TPU allows for printing high-porous, low-
density structures. Thus, functionally graded parts can be printed 
and by printing lattice type structures, elements of pre-defined 
stiffness can be produced [20–24]. 

The similar studies have been made by the researchers. 
Ponticelli et al. [25] studied the RE of an Impeller for submersible 
electric pump. In their study, an impeller was engineered by using 
RE techniques and fabricated by selective laser melting (SLM) 
method. In addition, Hernández and Fragoso [26] studied 
manufacture of a pump impeller by integration of 3D sand printing 
and casting. An impeller was scanned by 3D scanner. After that, 
the cavity geometry was manufactured by 3D sand printer by 
using binder jet printing method to make a casting operation. By 
following the casting steps, the part cast with a AISI 316 cast 
stainless steel. To obtain thin final geometry, a post-processing 
operation was made on the cast part and, thus, the final geometry 
was obtained. 

In this paper, an approach was demonstrated that can be 
used to RE geometry (reproduction of size and shape) and 
material properties (reproduction properties using replacement 
materials) at the same time. The advantages of the approach 
proposed, which is based on Finite Element Modelling, are 
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demonstrated using a case study of industrial relevance. The 
current paper can also be viewed as presenting advantages of 
additive manufacturing (AM), in the fabrication of replacement 
parts, RP, in a wide range of industries [27–29]. 

2. PROBLEM DEFINITION 

The proposed approach to RE allowed the use of replacement 
materials demonstrated for a rubber machine part as shown in 
Fig. 1. This is a textile machine yarn pass that has been damaged 
in extended in-service conditions. 

 
Fig. 1. Damaged textile machine yarns pass analyzed 

The original yarn pass was made of rubber, for which as of yet 
no 3D printing technology exists. In this situation, a decision was 
made to print the part in question using thermoplastic 
polyurethane, TPU. This is a block copolymer consisting of 
alternating sequences of hard segments (isocyanates) and soft 
segments (reacting polyol). Because of those properties, TPU can 
be shaped by adjusting the number of hard segments. Its 
hardness may range from 60A (similar to soft silicones) to 80D 
(equivalent to nylons or rigid PVC) [10]. In addition, it has good 
thermal stability and is quite easy to print using fused deposition 
modelling (FDM) or selective laser sintering (SLS) 3D printers. 
The SLS process has been chosen in the current case, which is 
considered a friendly manufacturing technique for plastic parts 
[30]. In addition, in the SLS method, complex parts can be 
fabricated without building support, printing time and cost. Also, 
the surface quality of the part manufactured by the SLS method is 
higher than the other 3D printing methods and does not require 
additional post-processing operation [31–33]. 

3.  MATERIALS AND METHODS 

3.1. Textile Machine Yarn Part Pass Geometry Engineering 

The part was initially digitalized by a 3D scanner and, the dot 
clouds were generated. After that, it was converted to polygon 
and, exported polygon geometry as STL file format. Using NX 12 
the part was re-designed with the tolerances ±0.1 mm and, 
obtained a fully parametric solid model. The polygon model and 
solid model were given in Fig 2. 

 

 
Fig 2. Textile machine yarn pass part; a) 3D scanned file polygon model,  
           b) engineered solid model 

3.2. Powder Characterisation 

In this study, the TPU powder size distribution is a parameter 
in the context of selecting printing parameters. Accordingly, the 
size distribution of the powder was obtained with Analysette 22 
MicroTec (Fritsch, Germany). For the same reasons, thermal 
properties of TPU used were investigated by a differential 
scanning calorimetry (DSC) and, thermogravimetric analysis 
(TGA). The thermal analyses were carried out using the TG 209 
F1 Libra (Netsch, Germany) devices. Consequently, the powder 
shape is the last parameter that has significance in terms of the 
distribution quality on the bed. Thus, the powders were imaged 
under the Scios2 (ThermoFisher, USA) scanning electron 
microscopy (SEM). Results of the respective investigations are 
presented and results are discussed.. 

3.3. Part Characterisation 

Replacement of original with some alternatives obviously 
requires thorough characteristics of materials considered. Usually, 
the needed characteristics were made available by materials 
suppliers. However, in the case of fabrication by 3D printing we 
should consider that the properties of printed material depend on 
the printing parameters. Thus, in order to replace the rubber part 
with TPU printed one, the mechanical properties of printed 
samples were measured in tensile and compression tests. 
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3.4. Tensile Test Specimen 

Tensile tests specimens were prepared according to ISO 527-
2 polymer tensile test standard [34] in the size and shape as given 

in Fig. 3. The tensile tests samples were printed in two direction 
layouts; three of them are in the x-direction and, the others were 
in the y-directions as explained in Fig. 4. 

 

 

Definitions 
Dimensions 

(mm) 

l3 170 

l2 109.3 ± 3.2 

l1 80 ± 2 

L0 75 ± 0.5 

L 115 ± 1 

b2 20 ± 0.2 

b1 10 ± 0.2 

r 24 ± 1 

h 4 ± 0.2 

Fig. 3. Tensile test sample drawing and its dimensions 

 

 
Fig. 4. Layout view on building table and specimens 

3.5. Compression Test Specimen 

In this study, two compression tests were conducted; one is 
full dense printed specimen and, the second one is lattice-type 
high porous specimen. The full dense printed specimen 
compression tests were conducted according to the ISO 7743 
standard [35] using the specimens of width, height and depth of 
10 ± 0.05 mm, shown in Fig. 5.  

In addition to fully dense specimens, mechanical properties 
of lattice-type highly porous elements are also measured as 
shown in Fig. 6. The motivation for testing properties of such 

structures was the recognition that TPU is significantly stiffer than 
the rubber used in the original part. Therefore, the replacement of 
rubber with TPU required a significant reduction in the stiffness 
which could be achieved by increasing its porosity [36]. To some 
degree, two specimens that have porous structures tested in this 
study can be viewed as a meta-material analogue of the rubber 
used in the original part. 

 
Fig. 5. Compression test specimens 

 
Fig. 6. An example of a highly porous element tested  
            in compression tests 

3.6. 3D Printing of the Samples 

The specimens for testing mechanical properties were 
produced by SLS method. A 3D printer EOS P 396 was used,  
operated by Technology Applied Ltd. [37, 38]. The TPU powder 
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brand was TPU EOS 1301 white. In addition, the printing 
parameters were defined in accordance with the powder 
manufacturer catalogue. The catalogue information about SLS 
printer settings and TPU powder were given in Tab. 1 and 2.  

Tab. 1. Printing parameters 

Parameter Unit Value 

Powder bed temperature ◦C 108 

Wavelength μm 10.20–10.80 

Process chamber ◦C 108 

Removal chamber ◦C 60 

Laser power Watt 30 

Laser scan speed m/sec 5 

Layer thickness mm 0,1 

Tab. 2. TPU Powder properties [39] 

Parameter Unit Value 

Melting temperature ◦C 138 

Bulk density g/cm3 0.49 

Flowability s 17 

Particle size d10 μm 22 

Particle size d50 μm 72 

Particle size d90 μm 138 

3.7. FEM-Based Design Replacement Part 

The model printed is engineered within the tolerances ±0.1 
mm by using NX 12. The engineered shape of the yarn pass is 
shown in Fig. 7. In the analytical part of designing, the inner and 
outer dimensions were kept fixed, and studied the performance of 
the spare part to-be-printed in the assembly process as well as its 
in-service stability. 

The original part made of rubber was characterized by 
asymmetrical mechanical properties manifested by the difference 
encountered in push-in and pull-out actions. It is easy to insert 
and difficult to remove, assuring that it remains in a fixed position 
after installing. In the approach reported here, it is assumed that 
the required properties of the replacement part made of TPU can 
be obtained by printing an analogue that will contain specifically 

located regions of high porosity. Also, the fish-bone concept is 
proposed to design the architecture of the porous regions. The 
fish-bone concept schematically was shown in Fig. 8.  

An example of a design carried out in the study is shown in 
Fig. 9. It can be noted that the porous regions are placed in the 
external flange and that the cell-type architecture of these regions 
is highly anisotropic. 

 

 
Fig. 7. The engineered views of textile yarn pass 

 
Fig. 8. Fishbone geometry imparting asymmetric reaction  
            of push-in and pull-out

 
Fig. 9. An example of the design considered in the present study 
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4. RESULTS AND DISCUSSION 

4.1. Characterisation of TPU powder 

The TPU powder size distribution and representative SEM 
images were shown, respectively, in Fig. 10 and 11. It can be 
noted that the average size is exceeding 0.15 mm and the powder 
particles are irregular in shape. These two factors contribute to 
relatively rough surfaces of the prints obtained with this powder. 
However, high surface roughness in this case has no negative 
effect on the performance of the spare parts to be printed. Melting 
and glass transition temperatures estimated by DSC analysis, are 
134 and 110°C, respectively (see Fig. 12). These two 
temperatures define ‘temperature window’ to be exploited in 
selecting the printing conditions. 

 
Fig. 10. Particle size distribution of TPU powder 

 
Fig. 11. SEM images of TPU powder shape 

4.2. Full Dense Material Tension Test Results 

Compression/tensile tests were conducted using the MTS 
Bionics machine and a video extensometer. The results of the 
tensile test of fully dense samples are shown in Fig. 13. The 
maximum stress value is approximately 6 MPa. The tensile 
modulus was calculated as 69.5 MPa. The manufacturer’s test 
values were maximum stress 7 MPa in X and Y-directions and, 
the tensile modulus was 70 MPa [39]. In addition, the Poisson’s 
ratio is calculated for each tensile specimen. The Fig. 14 shows 
that the average value of Poisson’s ratio is 0.48. It is seen that the 
Poisson’s ratio is also proper for general rubber material class. 

 

 

Fig. 12. DSC Scan  of TPU powder
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Fig. 13. Strain stress curves for fully dense printed samples of TPU 

 
Fig. 14. The Poisson’s curves for the specimens tested 

4.3. Compression Test Results 

The full dense printed sample compression tests were 
conducted in the MTS Bionics Tensile test machine on six same 
samples. The plotted stress-strain curves are in a great deal with 
all the compression test specimen. The load-displacement curve 
was given in Fig 15. The encountered stress is approximately 28 
MPa. The values show that the specimens are stiffer under 
compressive load comparing to the tensile load. Further, the 
compressive stress value is approximately 4–5 times larger than 
the tensile strength. 

Compression curves for highly porous structures are shown in 

Fig. 16. The stress and strain have been calculated assuming the 
external dimensions of the specimens. The calculated stress 
value in the porous specimen is 0.058 MPa. It can be noted that 
the apparent stress is much lower than the full dense compression 
specimen. 

Experimental Poisson number curves are plotted in Fig. 17. 
The curves have revealed some differences, which are expected 
for highly porous lattice-type prints. Nevertheless, one can 
assume that Poisson ratio of 0.07 can be used as an 
approximation for the samples obtained in the current study. Note 
that the latticed structure decreases the stiffness and the Poisson 
ratio significantly. 

 
Fig 15. Stress-Strain curve of full dense printed material
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Fig. 16. Stress-strain curves for highly porous structure 

 
Fig. 17. The Poisson number curves for highly porous structure

4.4. FEA For Designed Replacement Part 

The proposed replacement part has been analysed by finite 
element analysis (FEA) and the results obtained are given in Fig. 
18. The equivalent maximum stress is seen not to exceed 5 MPa 
with the yield strength of the used TPU at 6 MPa. Hence, the 
maximum elastic strain is approximately 0.058 mm/mm. The value 
of average contact pressure is approximately 2 MPa. This also will 

provide satisfying holding force after assembly. The old 
replacement part is made as a single part., which makes 
assembling difficult; it requires more force, and therefore, the part 
is deformed severely. Thus, the part has a high potential to 
deform in the beginning. In the recommended design, it has been 
designed in two parts which make assembly easier. Therefore, 
thanks to the push-in pull-out characteristic the assembly of the 
replacement part will be done easily. 

 
Fig. 18. Results of the stress-strain analysis using FEM for the replacement part schematically shown in Fig. 9 
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Based on the results of FEM, a design offering the best 
compliance with the characteristics of the original part has been 
selected. In further steps, the replacement part was printed and 
successfully tested. Fig. 19 shows selected replacement parts 
view after printing. 

 
a                                                                b 

Fig. 19. Printed view of FEM based designed part; a) before assembly,  
              b) after assembly 

5. CONCLUSIONS 

The results presented in the paper demonstrate an efficient 
approach to the fabrication of parts using efficient materials 
substituting the ones used in manufacturing of the originals. The 
approach adopted here can be summarized with the following 
points. 

 The textile machine part that was strategically important was 
designed by following the RE application procedure, and has 
been manufactured by AM successfully. 

 In the current case, the key characteristic is the asymmetric 
push-in pull-out characteristic of the part. By using this 
characteristic, the replacement part has been designed 
accordingly and hence, the assembly of the part became more 
easier. 

 Selection of replacement material suitable for 3D printing of 
the part is accomplished and further exploring mechanical 
properties of the elements printed into fully dense and porous 
structures were made. Thus, adding geometrical features i.e. 
lattice structure in some regions, provided less stiffness on the 
part.  

 Tensile and compression tests of TPU material have been 
conducted to characterize the mechanical properties and the 
obtained results have been adopted in FEA software and 
validated.  

 The designed replacement part was subjected to FEA in order 
to analyse the stresses that will be encountered after the 
assembly. Thus, in accordance with the FEA performance, the 
stresses developed were observed and concluded there will 
be no failure after the assembly.  

 The printing time is 2 h and the printing cost is c.a.15 USD. 

 Finally, the replacement part has been fabricated by an SLS 
3D printer and tested. It has been validated as it works 
properly onsite. 
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Abstract: The paper presents mathematical models describing the moments of resistance to cutting on the cutting drum shafts  
in the biomass cutting process. The mathematical procedures described in the paper have been verified on a test stand developed  
and constructed by the authors, which reflects real conditions of the process of cutting plant material into pieces of specified lengths. 
Experimental verification proved that the developed mathematical models are adequate for drums of both cylindrical and conical 
constructions. The value of the average error did not exceed 13%. Following the mathematical elaboration and verification studies,  
the authors carried out calculations for machines currently available on the market that are equipped with drum cutting units.  
The calculations were carried out for the most commonly cut material, i.e. for maize, straw and green plant materials. The obtained results 
confirm the complexity of the problem arising from a wide range of numerical values of cutting resistance, which is contained in the range 
of 400–1,800 nm. The compiled database can be practically applied in the selection of machines for specific field works,  
and the mathematical models developed and verified in the study can be applied at the stage of designing new designs of cutting drums 
used in forage harvesters. 

Key words: biomass cutting, drum cutting unit, plant material, mathematical modelling, cutting of fibrous materials 

1. INTRODUCTION 

The drum cutting unit is one of the basic work units of a forage 
harvester. Its purpose is to cut the plant material into pieces of 
specific lengths called chaff. The most common design, the so-
called open drum, consists of a shaft on which discs with holes 
are mounted. Knives are screwed to the discs by means of tool 
posts. Depending on the construction of the drum, the knives may 
be straight or bent along a screw line. In addition, a distinction is 
made between solid and split knives. The cutting drum is 
supported on the side plates of the machine and makes a rotating 
movement that causes the knives to move. The moving knives cut 
the material layer into pieces at the contact line between the knife 
and the counter-cutting edge. The material is fed to the cutting line 
from the space of rotating intake and compression rollers, where 
the biomass is pre-formed and compressed. 

The characteristics of the construction and functioning of the 
drum cutting unit result, among other things, from the fact, that the 
cutting process performed by it concerns biomass, i.e. plant 
materials whose structures are not homogeneous, and the 
physical and mechanical properties are not fully identified [1-7]. 
Due to the punctuality of the research conducted so far, it is not 
possible to unambiguously determine the features and design 
parameters of the drum cutting unit that have a decisive influence 
on the cutting efficiency and the load on the working unit. 

The results obtained from these experimental studies are 
valuable for the purposes of designing new constructions of 
chopper cutting units. However, in order to accelerate and 
optimise the design stage of the mentioned working units, it is 

necessary to have a verified and adequate mathematical model 
describing the biomass layer cutting process [8-14]. 

In view of this, the authors of this paper have developed 
mathematical models of the moment of resistance to cutting on 
the shaft of a cutting drum of cylindrical and conical structure. 
Further, they carried out experimental verification of the 
developed models. The models developed have been formulated 
taking into consideration important features and design 
parameters of cutting drums and characteristic properties of the 
material being cut. 

2. MATHEMATICAL MODEL OF CUTTING MOMENT 

Figs.1 and 2 show photographs and diagrams of the analysed 
cutting drums. Based on observation and the analysis of the 
actual process of cutting a material layer with the use of a cutting 
drum knife of cylindrical type, the system of forces acting on the 
material layer and the reaction of the layer on the knife were 
determined (Fig. 3) [15].  

By analysing the system of forces occurring in the process of 
cutting with a cylindrical drum (Fig. 3), it can be stated that the 
task of the peripheral force 𝑃  is to overcome the resultant 

resistance to cutting 𝑃𝑐 , equal in value to the reaction 𝑅, which 

consists of the normal force 𝑁 and the friction force 𝑇, resulting 
from the interaction of the material with the knife. The normal 

force 𝑁 depends on the unit cutting resistance 𝑝𝑐 and the active 
length of the knife, which is expressed as 

𝑁 = 𝑝𝑐  ∆𝑙 (1) 
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However, the friction force 𝑇 depends on the friction angle 𝜑 
and is represented as  

𝑇 = 𝑁 𝑡𝑔𝜑 (2) 

 
Fig. 1. Drum cutting unit of cylindrical type with straight knives. a) actual  

 view of the drum being at the test stand equipment; and b, graphic  
 diagram. 1 - cutting knife, 2 - the layer of material to be cut 

 

Fig. 2. Diagram of the drum cutting unit of conical type. a) actual view  
           of the drum being at the test stand equipment; and b) graphic  
           diagram.  1 - cutting knife, 2 - the layer of material to be cut 

Therefore, the cutting resistance 𝑃𝑐 , which is the resultant of 

the normal force 𝑁 and the friction force 𝑇, is expressed as 

𝑃𝑐 =
𝑝𝑐∆𝑙

𝑐𝑜𝑠𝜑
 (3) 

 
Fig. 3. The arrangement of forces occurring during the cutting of the  
            biomass layer by the knife of a cylindrical type cutting drum.  
           1 - cutting knife, 2 - the layer of material 

The circumferential force 𝑃 is the vertical component of the 
cutting resistance 𝑃𝑐  and is represented by the dependence 

𝑃 = 𝑃𝑐 cos(𝜏 − 𝜑) =
𝑝𝑐∆𝑙

𝑐𝑜𝑠𝜑
𝑐𝑜𝑠(𝜏 − 𝜑) (4) 

From the trigonometric dependence, we obtain 

𝑐𝑜𝑠(𝜏 − 𝜑) = 𝑐𝑜𝑠𝜏 𝑐𝑜𝑠𝜑(1 + 𝑡𝑔𝜏 𝑡𝑔𝜑) (5) 

After considering that 𝑡𝑔 𝜏 = 𝜇, where 𝜇 is the coefficient of 
friction of the knife against the layer of the plant material to be cut, 

we obtain the equation for the circumferential force 𝑃: 

𝑃 =
𝑝𝑐∆𝑙

𝑐𝑜𝑠𝜑
 𝑐𝑜𝑠𝜏 𝑐𝑜𝑠𝜑(1 + 𝜇𝑡𝑔𝜏) = 𝑝𝑐∆𝑙𝑐𝑜𝑠𝜏(1 + 𝜇𝑡𝑔𝜏) (6) 

The cutting moment 𝑀𝑐  is the product of the force 𝑃 acting on 

the circumference of the drum and the radius of the drum 𝑟, on 
which the knives are mounted. Therefore, we have: 

𝑀𝑐 = 𝑃 𝑟 (7) 

Taking into account the dependencies in Eqs (6) and (7), the 

cutting moment equation 𝑀𝑐  takes the form 

𝑀𝑐 = 𝑝𝑐∆𝑙𝑟𝑐𝑜𝑠𝜏(1 + 𝜇𝑡𝑔𝜏) (8) 

Assuming that the expression 𝑝𝑐  𝑟 𝑐𝑜𝑠𝜏 (1 + 𝜇𝑡𝑔𝜏) takes a 

constant value of 𝐶 at the time of cutting, the moment 𝑀𝑐  will be 
represented by the equation 

𝑀𝑐 = 𝐶 𝛥𝑙 (9) 

where 𝐶 is a constant value and 𝛥𝑙 is the active length of the 
knife. 

Assuming that the number of knife lines of the cutting drum is 

𝑧, with only one knife line crossing the layer each time, the 

equation for the mean moment  �̅̅̅�𝑐 , acting on the shaft of the 
cutting drum, is obtained as 

�̅�𝑐 =
𝐿𝑛 𝑧

2𝜋
 (10) 
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where 𝐿𝑛 is the work done by the chopper knife during one pass 

through a layer of plant material and 𝑧 is the number of knife lines 
of the chopping drum. 

However, operation 𝐿𝑛 is expressed by the equation 

𝐿𝑛 = ∫ 𝑀𝑐(𝜓)𝑑𝜓
𝜓𝑘

𝜓𝑝
 (11) 

where 𝑀𝑐(𝜓) is cutting resistance moment dependent on the 
angle of rotation of the knife, 𝜓𝑝 is angle of start of cut and 𝜓𝑘 is 

angle of end of cut. 
The following parameters were adopted as design features of 

the cutting unit: ℎ – height of cut layer and 𝑏 – width of cut layer. 
The integral calculated over the angle 𝑑𝜓 is replaced by the 

integral calculated over the arc length 𝑑𝑥 = 𝑟 𝑑𝜓, where 𝑟 is the 
drum radius. Then the work done by a single knife line during its 
passage through the biomass layer will be described by the 
equation 

𝐿𝑛 =
1

𝑟
∫ 𝑀𝑐(𝜓)𝑟𝑑𝜓

𝜓𝑘

𝜓𝑝
=

1

𝑟
∫ 𝑀𝑐(𝑥)𝑑𝑥

𝑥𝑘

0
 (12) 

When analysing the cutting of a rectangular layer of material, 
the process was divided into three phases under the following 
assumptions:  

 each time the material layer is cut by only one line of knives; 

 the height of the layer of material to be cut is equal to the path 
taken by a given point of the knife through this layer. 

PHASE I: Penetration of the knife into the layer (the active length 
of the knife Δ𝑙  increases) 

 
Fig. 4. Penetration of the knife into the layer (phase I). a, cross-section  
            through the layer; b, comparison of the length of the arc drawn  
            by the knife x and the height of the layer h: 1 - cutting knife  
            and 2 - the layer of material 

According to Fig. 4b, the difference between the length of the 
arc drawn by any point of the knife from the top to the bottom 
edge of the cut layer is approximately equal to the layer height h, 

which follows from the fact that we assume ℎ ≈ ℎ
𝜓

sin 𝜓
 for small 

angles, because 𝑠𝑖𝑛𝜓 ≈ 𝜓. 

By using the trigonometric dependence 
𝑥

Δ𝑙
= 𝑠𝑖𝑛𝜏, we get 

Δ𝑙 =
𝑥

sin 𝜏
 (13) 

For 𝑥 = ℎ the Eq. (13) takes the form: Δ𝑙 =
ℎ

sin 𝜏
. 

The cutting work 𝐿𝑛𝐼 in the phase I of the knife movement can 
be represented by the dependence: 

𝐿𝑛𝐼 =
1

𝑟
∫ 𝑀𝑐(𝑥)𝑑𝑥

ℎ

0
 (14) 

where  𝑀𝑐(𝑥) is the cutting moment dependent on knife position. 

By substituting the Eq. (13) into the Eq. (9), we obtain 

𝑀𝑐 = 𝐶
𝑥

sin 𝜏
 (15) 

On the other hand, after substituting Eq. (15) into Eq. (14), the 

work of cutting in the interval 0 ≤ 𝑥 ≤ ℎ is described by the 
dependence: 

𝐿𝑛𝐼 =
𝐶

𝑟
∫

𝑥

sin 𝜏
𝑑𝑥 =

𝐶

𝑟

ℎ

0
[

𝑥2

2 sin 𝜏
] ℎ

0
=

𝐶

𝑟
 

ℎ2

2 sin 𝜏
 (16) 

PHASE II: Cutting through the layer (the active length of the knife 

∆𝑙 remains constant) 

 
Fig. 5. Cutting through a layer (phase II).1 - the layer of material,  
            2 - cutting knife, P1 - initial position of the knife,  
            P2 - final position of the knife 

According to Fig. 5, the cutting in the second phase takes 

place in the interval ℎ ≤ 𝑥 ≤ 𝑏 𝑡𝑔𝜏. In the interval ℎ ≤ 𝑥 ≤
𝑏 𝑡𝑔𝜏, the value Δ𝑙 is invariant and is expressed by the equation 

Δ𝑙 =
ℎ

sin 𝜏
. Therefore, the cutting work is described by the 

dependence 

𝐿𝑛𝐼𝐼 =
𝐶

𝑟
∫

ℎ

sin 𝜏
𝑑𝑥 =

𝐶

𝑟

𝑏 𝑡𝑔𝜏

ℎ

ℎ

sin 𝜏
(𝑏 𝑡𝑔𝜏 − ℎ) (17) 

PHASE III: Withdrawal of the knife from the layer (the active 
length of the knife Δ𝑙 decreases). 

According to Fig. 6, the cutting in phase III takes place in a 

range 𝑏 𝑡𝑔𝜏 ≤ 𝑥 ≤ ℎ + 𝑏 𝑡𝑔𝜏 i.e. over the same length as in 
phase I. 

In the range 𝑏 𝑡𝑔𝜏 ≤ 𝑥 ≤ ℎ + 𝑏 𝑡𝑔𝜏, the value of  

Δ𝑙 =
𝑥 − 𝑏 𝑡𝑔𝜏

sin 𝜏
. 

 
Fig. 6. Coming out of the knife from the layer (phase III). 
            1 - the layer of material, 2 - knife of the cutting drum,  
             FP - extreme position of the cutting edge 

1 

b) 
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Therefore, the cutting work in phase III is described by the 
dependence 

𝐿𝑛𝐼𝐼𝐼 =
𝐶

𝑟
∫

(𝑥−𝑏 𝑡𝑔𝜏)

𝑠𝑖𝑛 𝜏

ℎ+𝑏 𝑡𝑔𝜏

𝑏 𝑡𝑔𝜏
 𝑑𝑥 = 𝐿𝑛𝐼 =

𝐶

𝑟

ℎ2

2 𝑠𝑖𝑛 𝜏
 (18) 

Therefore, the overall work done by the knife during one 
passage through the layer of cut material will be expressed by the 
following equation: 

𝐿𝑛 = 𝐿𝑛𝐼 + 𝐿𝑛𝐼𝐼 + 𝐿𝑛𝐼𝐼𝐼 

𝐿𝑛 =
𝐶

𝑟
(

ℎ2

2 sin 𝜏
+

ℎ𝑏 𝑡𝑔𝜏

sin 𝜏
−

ℎ2

sin 𝜏
+

ℎ2

2 sin 𝜏
) =

𝐶

𝑟

ℎ𝑏

cos 𝜏
 (19) 

After substituting into Eq. (10) the expressions for 𝐿𝑛 and 𝐶, 
we obtain, in conclusion, Eq. (20) for the mean moment of 
resistance to cutting on the drum shaft, which is given as 

𝑀𝑐 =
𝑝𝑐(1+𝜇𝑡𝑔𝜏)𝑏 ℎ 𝑧

2𝜋
 (20) 

Eq. (20) describes the average moment of resistance to 
cutting for a drum of cylindrical type. However, for a conical drum, 
according to Fig. 7, the material layer is not cut along the length 𝑏 

and height ℎ but along the length 2𝑎 and height ℎ. However, it 
follows from the geometrical analysis that we have  

2𝑎 =
𝑏

𝑐𝑜𝑠𝛼
 (21) 

where 𝛼 is the cutting angle of the material layer in the case of a 
cutting drum of the conical type what is shown in Fig. 8.. 

 
Fig. 7. Cross-section of a cut material layer using a cutting drum  
           of cylindrical type 

 
Fig. 8. Cross-section of a material layer being cut by a cutting drum  
            of the conical type 

Therefore, for a cutting drum of the conical type, the equation 
for the mean moment of resistance to cutting on the shaft 
assumes the following form: 

𝑀𝑐 =
𝑝𝑐(1+𝜇𝑡𝑔𝜏)

𝑏

𝑐𝑜𝑠𝛼
 ℎ 𝑧

2𝜋
 (22) 

3. METHODOLOGY FOR EXPERIMENTAL STUDIES 

In order to verify the mathematical models developed, a test 
stand was designed and constructed to test the biomass layer 
cutting process. The test stand allows the process of cutting a 
layer of material to be carried out with the use of cutting drums of 
cylindrical and conical construction. A schematic representation of 
the test stand construction is shown in Fig. 9.  

 

  
Fig. 9. Scheme of the test stand construction. 1 - trough of chaff cutter,  

2 - material to be cut (biomass layer), 3 - electric motor,  
4 - coupling, 5 - angular gearbox, 6 - cutting counter edge, 7 - belt 
transmission, 8 - tension roller, 9 - upper drawing-crushing roller, 
10 - belt transmission, 11 - tensioning roller, 12 - lower drawing - 
crushing roller, 13 - cutting drum, 14 - electric motor,  
15 - computer (recorder of measuring system), 16 - clutch,  
17 - measuring system for moment and rotational speed  
on the drum shaft 

Fig. 10 presents an example of the construction of a cutting 
drum of the conical type mounted in a chaff cutter. Therefore, the 
constructional form of the test stand, according to the assumptions 
of the authors of this paper, allows for experimental research on the 
process of cutting a layer of material with a cylindrical drum – cross 

cutting of a layer of material (𝛼 = 0𝑜)  and with a conical drum – 

cutting a layer of material at an angle (𝛼 = 20𝑜). 
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Fig. 10. Mounted design of the cutting drum of the conical type  
              in the chaff cutter 

For the measurement of torque and revolutions on the cutting 
drum shaft during its idling and working runs, a torque meter with a 
tachometer type MT200Nm was used, which was directly coupled to 
a two-channel meter MW2006-3. During the tests, a computer 
system with a data recording program and the author’s calculation 
program RB01 were used. It was assumed that the cutting speed 
of the knife would be 3.00 m · s–1. The aforementioned cutting 
speed ensures proper cutting of the material layer and 
corresponds to the actual value of the cutting speed in the known 
designs of chaff cutters. The cutting speed 𝑣𝑐  is the resultant 

speed of the peripheral speed of the cutting blade 𝑣𝑏 and the feed 

speed of the crop 𝑣𝑚 intake and compression rollers. The 
dependence between these speeds is described by the following 
equation: 

𝜈𝑐 = √𝜈𝑚
2 + 𝜈𝑏

2 + 2𝜈𝑚𝜈𝑏𝑐𝑜𝑠𝜑 (23) 

where 𝜑 is the angle contained between the speed vectors 
𝑣𝑚and  𝑣𝑏. 

For a cutting drum of the conical type, the cutting speed was 
determined at the midpoint of the cutting edge of the knives. The 
degree of compaction of the material was assumed as the ratio of 

the height of the layer of plant material after compaction ℎ to the 

height of the material before compaction ℎ𝑜. In the course of the 
tests, the degree of material compaction ℎ ∙ ℎ𝑜

−1 = 0.5 was used. 
The value of the degree of material compaction adopted in the test 
programme corresponds to the values recommended in the 
professional literature [16]. 

The experimental tests were conducted for the width of the cut 

layer 𝑏 = 0.25𝑚 and the height ℎ=0,012; 0,016; 0,020; 0,024; 
0,028; 0,032 i 0,036 m.  

In order to experimentally determine the cutting resistance on 
the shaft of the cutting drum, a layer of rye straw was cut, from 
which test samples were prepared. During the experimental tests, 
the ears were cut and the individual stalks tied together to form so-
called sheaves with an average length of 𝑙=855 mm. Each sample 
was then weighed using an electronic balance (ELDOM, model 
EK3130) with an accuracy of 2 g. The estimated number of stalks 
per sample was 280. In addition, the diameter of the stalks was 
measured with an electronic slide calliper with an accuracy of up to 
0.01 mm. The diameter of the stalks ranged from 2.5 mm to 6.3 
mm. The plant material was stored in a dry room before testing and 
the humidity on the day of testing was 12%. Moisture content of the 
material was determined based on randomly selected samples 

using the dryer method. The prepared samples, in the form of 
sheaves, were placed in the feeding chute of the test stand, the 
bindings were cut and the cutting was carried out. The degree of 

material compaction ℎ ∙ ℎ𝑜
−1 was determined based on 

measurement of layer height before and after compaction. 
Implementation of the plant material compaction was carried out by 
means of sets of pulling and compacting rollers and pressure 
elements that maintain a constant value of the material compaction 
level ℎ ∙ ℎ𝑜

−1 while moving the material towards the cutting drum 

(Figs. 9 and 10). The desired values of plant material 𝑣𝑚 feeding 
were obtained by a proper selection of the rotational speed of the 
lower roller. The rotational speed of the roller was accurately 
measured on its shaft using an LCD contact tachometer. At the 

stage of determining the value 𝑣𝑚, the slippage of plant material in 
relation to the surface of pulling and crushing rollers was taken into 
consideration. The slip value was assumed as 10%, which was 
confirmed by experimental tests. 

 
Fig. 11. Exemplary chopped pieces for cutting angles. α = 20o  
              (two upper rows); α = 20o (two lower rows) 

4. VERIFICATION OF MATHEMATICAL MODELS 

In order to verify the mathematical models developed in Section 
2 of this work, the results obtained from calculations of the models 
were compared with the results of experimental tests. The 
comparison was carried out individually for the moments of 

resistance to cutting 𝑀𝑐 , with the same systems of independent 
variables. 

During the calculations carried out on the models developed, 

the unit resistance of straw cutting𝑝𝑐 = 8.5 ∙ 103𝑁𝑚−1 was 
assumed. However, the coefficient of friction of the knife against the 
cut material layer 𝜇 = 0.7 was assumed in the calculations.  

In mathematical statistics there are no unambiguously 
described methods of comparing the results of experimental tests 
with the results obtained from mathematical models derived a priori. 
Therefore, the criterion of adequacy of the mathematical model to 

the results of experimental tests was assumed to be the value 𝜆, 

which is the ratio of the value obtained from the tests 𝑀𝑐𝐸  to the 

value obtained from the model 𝑀𝑐𝑀 : 

𝜆 =
𝑀𝑐𝐸

𝑀𝑐𝑀
 (24) 

Furthermore, the average calculation error 𝜆 was calculated at 
the stage of comparing the results. A synthetic summary of the 
compared values of the cutting resistance moment on the shaft for 
the cylindrical and conical drum types is presented in Tables 1 
and 2, respectively. 
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Based on the comparison results, it can be confirmed that 
there exists a good conformity of the trend of the changes of the 
cutting resistance moment determined from the model and the 
experimental tests for the cutting drum of cylindrical and conical 

types. The average values of 𝜆 amount to 1.12 and 1.13, 
respectively, with the experimental test results, which clearly 
indicates that the developed models of the cutting resistance 
moment on the drum shaft give lower cutting resistance values by 
about 12%–13% from the simulation calculations. This may 
indicate that during the experimental tests a higher unit cutting 

resistance 𝑝𝑐  of the rye straw layer occurred than that reported in 
the literature [17]. 

The authors of the study were not able to directly compare the 
results of their studies with the ones presented in the literature by 
other researchers. This is because the results of the studies 
presented in this article mainly concern a new design on the drum 
cutting assembly, which is covered by legal protection. In the 
specialised literature, there are no data that would describe the 

process of cutting rye straw into chopped straw with the use of a 
chaff cutter drum of the double truncated cone shape. The first 
proposal of the cutting drum’s design of that shape, which realised 
diagonal cutting in both directions, has been presented by Bochat 
[15]. Other studies presented only the data connected with the 
commonly functioning design constructions of cutting drums 
realising lateral cutting. The results presented in the present study 
concerning the classic design of the drum cutting assembly are 
comparable with the data presented in the literature from within 
that scope [3,12,13,19,20]. 

 The authors also carried out simulation calculations for the 
developed mathematical model, which showed good conformity 
with the trend of changes in cutting resistance moment, for real 
designs of drum cutting units found in leading manufacturers of 
chaff cutters. Structural solutions and parameters of cutting units 
of chaff cutters of the following manufacturers were analysed: 
John Deere, Fendt, Krone, New Holland, Claas and Rostselmash. 
The results of the analysis are presented in Table 2.  

Tab. 1. Summary of the compared values of the cutting resistance moments on the shaft 𝑀𝑐𝑀 and 𝑀𝑐𝐸  for the cutting drum of cylindrical type (𝛼 = 0𝑜) 
            and conical type (𝛼 = 20𝑜) 

𝑧 = 4; 𝜇 = 0.7; 

𝜏 = 20𝑜; 𝑏 = 0.25𝑚; 

ℎ ∙ ℎ𝑜
−1 = 0.5 

 

No. 𝛼[…𝑜 ] ℎ[𝑚] 𝑀𝑐𝑀[𝑁𝑚] 𝑀𝑐𝐸[𝑁𝑚] 𝜆 𝜆 

1 

0 

0.012 20.33 22.56 1.11 

1.12 

2 0.016 27.11 29.34 1.11 

3 0.020 33.89 38.12 1.12 

4 0.024 40.67 45.82 1.13 

5 0.028 47.45 53.78 1.13 

6 0.032 54.23 61.32 1.13 

7 0.036 61.01 69.21 1.13 

8 

20 

0.012 21.96 24.63 1.12 

1.13 

9 0.016 29.28 32.98 1.13 

10 0.020 36.60 41.20 1.13 

11 0.024 43.92 49.03 1.12 

12 0.028 51.24 58.33 1.14 

13 0.032 58.56 67.68 1.14 

14 0.036 65.88 75.12 1.14 

Tab. 2. Summary of design parameters of actual cutting units 

 John Deere Fendt Krone New Holand Rostselmash 

Drum diameter [mm] 670 720 660 630, 700 630 

Drum width [mm] 670, 850 800 630, 800 750, 880 703 

Number of cutting knife sections [pcs.] 10, 12, 14, 16 10, 14, 20 10, 14, 18, 20 10, 12, 14, 18, 20 12 

 
For the simulation calculations, the material most frequently 

cut in this type of machines was adopted, i.e. for straw of cereals, 
maize and green fodder. Following Dmitrewski, the following unit 
values of energy consumption were assumed: straw, 

 𝑝𝑐 = 8.5 ∙ 103𝑁𝑚−1; maize, 𝑝𝑐 = 16 ∙ 103𝑁𝑚−1; and green 

fodder, 𝑝𝑐 = 6 ∙ 103𝑁𝑚−1. 
The results obtained were illustrated in the form of graphs. 

Fig. 12 shows the cutting moment as a function of the cutting 
drum width for three types of material: green forage, straw and 
maize. 

On the other hand, Fig. 13 shows the plot of cutting moment 
as a function of the number of knife lines used to cut the biomass 
into pieces of a given length and as a function of the drum width. 

 

Fig. 12. Cutting moment as a function of drum width for three types  
              of material. 1 - green material, 2 - straw, 3 - maize 
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Fig. 13. Cutting moment 𝑀𝑐 as function of the drum width 𝑏 and the  

             number of knife lines on the circumference of the drum  
             for straw type material 

5. CONCLUSION 

The developed mathematical models, representing the 
average moment of resistance to cutting a layer of material on the 
rolls of cutting drums of cylindrical and conical types, can be 
considered adequate. 

Adequate mathematical models of mean cutting resistance 
moment are of significant importance to speed up the design 
process of new cutting drum designs of this type. 

The developed mathematical models can be applied with the 
use of computer simulation in the research of the cutting process 
of the plant material layer and in the optimisation of the design of 
cutting drums.  

The development of mathematical models of the moment of 
resistance to cutting on the cutting drum shaft is significant due to 
the seasonality of work in agriculture, which means that, despite 
sometimes many years of experimental research, it might not be 
possible to generate a corpus of information sufficient for the rapid 
design of such working units. 

The developed database of cutting resistance moment results 
for actual design solutions of drum cutting units gives the 
possibility to assess energy efficiency in terms of selection of the 
cutting drum design for the type of material to be cut. 
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Abstract: The paper reports experimental research on torques during cardboard cutting in the die-cutting press with eccentrics in the drive 
of the movable pressure plate. To conduct the research, an experimental bench with eccentrics in the drive of the die-cutting press  
is designed and manufactured. The manufactured experimental device for the research on cardboard blanks provides the possibility  
of getting dependencies of loadings at different parameters of the die-cutting process. The experimental approach envisages the use  
of the strain gauge measurement method and the wireless module for data collecting, as well as the software for its processing, for getting 
trustworthy results with minimum faults. The method gives an opportunity to study the torque values during the cardboard-cutting efforts  
on the drive shaft. The paper shows changes in the torque value on the drive shaft during the kinematic cycle with and without the use  
of cardboard blank. The angle of the drive shaft rotation during the cutting process was evaluated at selected values of the cardboard 
thickness. The relationship between the linear cutting efforts and the cardboard thickness, its fibre direction, cutting rule type and rotational 
speed of the drive shaft is elaborated. This kind of data is approximated by a logarithmic function (logarithmic curve), at R2 from 0.90  
to 0.98. The thickness of the cardboard significantly influences the value of the linear cutting effort at all the studied parameters. 

Key words: die-cutting press, cutting, cardboard, linear cutting effort, cutting rule, torque, eccentric  

1. INTRODUCTION 

As a consequence of the current trend of customer-driven 
economies, today’s world markets are characterised by high 
fluctuations in market demand and the frequent arrival of new 
technologies and new products [1]. Cardboard packaging takes a 
significant segment of the consumer packaging market. According 
to the information [2], the segment of cardboard packaging holds 
36% of the general market, with a value of US$400 billion. Ac-
cording to the prognosis of the World Packaging Organisation, the 
packaging market continues to grow and the segment of card-
board packaging will stay significant despite the constant rivalry 
with the plastic one. 

The main features that made paper and cardboard a signifi-
cant part of the total packaging market are the raw material’s 
properties, principles of manufacture and environmental and 
waste management [3]. Paper and cardboard packaging has good 
appearance and performance properties that allow using it in a 
wide range of packaging. 

For cardboard packaging manufacture, the main technology is 
die-cutting of packaging cut-outs and the further forming of 3D 
packaging of different kinds. As mentioned [2, 4], the use of a flat 
die-cutting forme allows the manufacturing of cardboard packag-
ing of different sizes and shapes. Manufacturing cardboard pack-
aging requires the performance of some technological operations. 
As determined [4], the chain of technological operations is ac-
complished automatically at cardboard blank stops during its 
periodical transportation through sections of equipment. Modern 
die-cutting equipment is built on a section principle. The main part 
of modern die-cutting equipment is a die-cutting press, for which 

strict requirements are put forward. The technological process of 
cardboard packaging manufacture utilises flatbed die-cutting 
presses with flat die-cutting forme, which contains cutting and 
creasing rules (knives) and additional tools in case of need. The 
feature of the flatbed die-cutting press is the simultaneous contact 
of tools with the cardboard blank on all surfaces. This can be 
conducted at the high-quality level if the values of loading are 
significantly high because they enable to obtain a final product 
with nominal features. In addition, providing parallel displacement 
of the movable pressure plate of the die-cutting press during the 
kinematic cycle is needed. Non-parallel displacement of the mov-
able pressure plate causes unevenness of the loading dispersion 
and decrease in the quality of the future cardboard package. 

Several different mechanisms are used to ensure the dis-
placement of the movable pressure plate of the die-cutting press. 
The analysis on existing mechanisms of pressure plate drive and 
their design in the modern die-cutting equipment [5] indicated that 
these mechanisms are required to overcome a significant techno-
logical loading at the end of the movement of the executive link. 
The main segment of the drive mechanisms of the pressure plate 
is built based on the wedging effect, which provides sufficient 
effort value for the pressure plate with comparatively little loading 
on the driving links. Such a design causes asymmetry of the right 
and left parts of the pressure plate during the movement cycle. 
The symmetry of plate movement can be seen only at the final 
stage of its displacement when the work surface of the pressure 
plate becomes parallel to the surface of the base plate and begins 
the die-cutting of cardboard blanks. This asymmetry causes une-
venness of loading distribution and shows oscillations in the press 
values, which reduces the quality of cardboard packaging and 
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production efficiency. Similar results have been reported by Kuz-
netsov et al. [6]: the occurrence of unevenness in the pressure 
plate movement during the press cycle and the method of its 
avoidance have been proven. However, the proposed method 
does not enable full elimination of plate movement unevenness 
during the press cycle. In a later work [7], it has been proposed 
the use of a combined lever mechanism for the drive of the mova-
ble pressure plate of the die-cutting press. It was made with the 
aim to minimise the drawbacks of existing equipment. The pro-
posed mechanism consists of two pairs of the crank–slider con-
tours: leading and executive. The use of this mechanism decreas-
es the total loading and peak of kinetic power consumption. None-
theless, besides the significant advantages of the proposed 
mechanism, it has a quite complicated design, and its dimensions 
are equal to existing mechanisms of the pressure plate drive of 
die-cutting presses. 

The study [8] shows results of the research of die-cutting 
presses with dual-elbow-bar mechanisms to improve pressure 
plate movement characteristics with maximum simplicity and use 
of designed mechanisms for the pressure plate drive such that it 
has 10 links that make the mechanism complicated during opera-
tion. Moreover, the mechanism causes a decrease in press 
productivity. It was proposed to use a cam mechanism in the drive 
of the pressure plate. However, such a mechanism design is 
characterised by the complexity of the manufactured drive cams 
that have two contacting profiles because of the requirement of 
manufacturing high-accuracy drive cams. Besides, such drive 
cams occupy a significant part of the die-cutting press. A new 
design of wedging cam mechanisms for the lower pressure plate 
drive in a die-cutting press has been proposed [9]. Despite some 
simplification of design, the mechanism remains complicated in 
set-up and exploitation. Presses that are built using such schemes 
would have complications in set-up and exploitation. 

A new design of the pressure plate drive of the die-cutting 
press using a screw–nut transmission in the drive mechanism of 
the pressure plate has been proposes [10] and an evaluation [11] 
of components of the consumed kinetic power in the pressure 
plate drive with screw–nut transmission has been conducted. 
Experimental research on torques during cardboard cutting in the 
die-cutting press with the screw–nut transmission in the drive 
mechanism of the movable pressure plate [12] show that the use 
of die-cutting presses built on such design enables and allows 
avoiding drawbacks of existing die-cutting presses in the area of 
pressure plate movement unevenness during the kinematic cycle. 
However, the practical use of such equipment requires complicat-
ed and costly parts. Moreover, the proposed design causes com-
plexity during set up and exploitation of the equipment.  

One of the options to make the technological process of cut-
ting contours in cardboard blanks less energy- and resource-
consuming is the use of modular pneumatic systems [13]. This 
allows solving an important issue regarding the accelerated dete-
rioration of cutting knives and supporting contact elements. It is 
necessary to consider that pneumatic modules are operated 
based on compressed and rarefied air and practically do not have 
a negative effect on ecology. However, such a design of the die-
cutting presses is difficult to use in industrial production and re-
quires a pneumatic system that causes increase in value of the 
equipment. Furthermore, availability of such modernisation has 
not been proven.  

Use of laser cutting technology for paper and cardboard cut-
ting [14], potential and possible challenges of laser cutting of 
paper and cardboard-based materials were discussed [15]. In this 

case, the results showed the perspective of laser use in paper and 
cardboard cutting. However, laser cutting does not provide the 
necessary productivity of equipment, due to its low speed. The 
possible increase in laser cutting speed significantly affects the 
cost of the process. Such a method of manufacturing cardboard 
packaging cartons is innovative and progressive. 

Another type of cardboard packaging is the packaging made 
of corrugated cardboard. The research [16] on corrugated card-
board in different conditions (in standard conditions and refriger-
ated conditions) and studied the strength of corrugated cardboard 
as the structural property. However, the proposed method needs 
to be revised for better results or a small range difference be-
tween yield breaking and strain breaking. A modified analytical 
formula for estimating the static top-to-bottom compressive 
strength of corrugated board packaging with different perforations 
has been presented [17], that allow to adopt the method to include 
perforation influence on the box’s compressive strength estima-
tion.  

As a result of the analysis, the conclusion could be made that, 
during recent years, several significant types of research on the 
die-cutting process have been conducted, given the analysis of 
the reference literature on the use of eccentric mechanisms for 
the drive of the movable pressure plate of the flatbed die-cutting 
press. The use of such mechanisms provides the opportunity to 
avoid the drawbacks of die-cutting presses that are built using 
multilink mechanisms and – as an alternative – cam mechanisms 
regarding the specific applied problem of the experimental evalua-
tion of the power loads of the eccentric mechanism that is used as 
the drive mechanism for the movable pressure plate of the flatbed 
die-cutting press. Therefore, there is reason to believe that the 
research of the power characteristics that arise during cardboard 
blank cutting using the die-cutting press with the eccentric mech-
anism drive of the movable pressure plate is a relevant scientific 
task. 

The paper is focused on loading determination during the ap-
plication of the flatbed die-cutting press with the eccentric mecha-
nism in the drive of the movable pressure plate. 

To achieve the goal of the study, the following tasks need to 
be completed: 
– to design and manufacture the experimental device with the 

eccentric mechanism as a drive of the movable pressure 
plate; 

– to elaborate the method for measuring loading in the flatbed 
die-cutting press; 

– to propose a method on experimental research: the placement 
of measuring instruments and carrying out measurements of 
torque values in the mechanism; 

– to determine the torque values on the drive shaft of the exper-
imental bench; 

– to carry out the impact of the cardboard blank thickness, the 
direction of the fibres (cross-direction [CD] and machine direc-
tion [MD]), the type of the cutting rule (knife) and the rotational 
speed of the drive shaft on the value of the linear cutting ef-
fort; 

– to elaborate the relationship between the cutting effort values 
on parameters of cardboard blanks. 

2. DEVICE, MATERIALS AND METHODS 

The experimental approach to the cutting process of the card-
board blanks was conducted on the specially designed and manu-
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factured device of the die-cutting press with the eccentric mecha-
nism as a drive of the movable pressure plate. This device con-
sists of the entablement 1 (Fig. 1), on which the supports 2, 2′ and 
3 of the drive shaft 4 are fixed. On shaft 4, between the supports 2 
and 2′, the eccentrics 5 and 5′ with eccentricity of е = 10 mm are 
placed. Moreover, on shaft 4, the gear wheel of the gear trans-
mission 17 is set cantilever relative to the support 3. Rolling bear-
ings 6, 6′ are fixed to the eccentrics. The bearings contact the 
hasps 9 and 9′ of the movable pressure plate 8, which moves in 
the guides 7 and 7′. On the pressure plate 8, the cardboard blank 
CB is placed. The base plate 10 with the placed die-cutting forme 
11 is fixed to the guides 7 and 7′. The die-cutting forme 11 con-
tains the cutting rule 12. The adjustment of the die-cutting forme 
11 with cutting rule 12 relative to the movable pressure plate is 
provided by adjusting threaded joints 13 and 13′. This allows the 
change of the pressure level during cardboard blank cutting and to 
adjust the quality of the cut.  

For the experiment, the strain gauge technique was used to 
follow variations in loading. For measurement of the torque values 
on the drive shaft of the experimental bench in area A, strain 

gauges are placed, which change their resistance depending on 
the values of loads, according to the recommendations [18]. 

According to the recommendations [19], strain gauges 16 (Fig. 
2) are glued on the drive shaft 4 of the experimental bench at an 
angle of 45° to the axis of the shaft and 90° relative to each other.  

The most common material for packaging manufacture – 
cardboard of type folding boxboard (FBB) – has been used [2, 3], 
which has inner plies of mechanical pulp and outer plies of chemi-
cal pulp. Cardboard blanks of a local manufacturer with thick-
nesses of 0.3 mm (250 grams per square metre [gsm]), 0.45 mm 
(310 gsm), 0.5 mm (380 gsm), 0.6 mm (440 gsm) and 0.7 mm 
(520 gsm) were chosen for the experimental research on the 
torque values that arise during cardboard blank cutting. The thick-
ness of cardboard blanks was measured and controlled during the 
experiments according to the recommendations of the Interna-
tional Organisation for Standardisation (ISO) 3034:2011. For 
experimental research, paperboard blanks were conditioned at a 

temperature of 23C and relative humidity of 50% for 4 h. 

  
Fig. 1. Scheme of the experimental device for determining torque values on drive shaft during cardboard cutting in die-cutting press with eccentric  
            mechanism drive of the movable pressure plate: 1 – entablement; 2, 2′ – supports; 3 – support; 4 – drive shaft; 5, 5′ – eccentrics; 6, 6′ – rolling  
            bearings; 7, 7′ – guides; 8 – movable pressure plate; 9, 9′ – hasps; 10 – base plate; 11 – die-cutting forme; 12 – cutting rule (knife);  

            13, 13′ – threaded joints; 14 – stepper motor; 15 – gear transmission; A - area on the drive shaft, strain gauges are placed  

As a cutting tool, two types of the cutting rules should be 
used: 
– A, centre face (CF): cutting rules with symmetrical double-side 

face. Such rules are usually used for cutting the material with 
thickness up to 0.6 mm. 

– B, side face (SF): SF cutting rules have one side face to get 
the perfectly straight cutting edge (90°) on the side against the 
face. Such cutting rules are used for cutting the material 
(cardboard, plastics, etc.) with thickness up to 0.6 mm. 
The cardboard blank CB (Figs. 1 and 2) is placed onto the 

movable pressure plate 8 during its placement in the down posi-
tion. The stepper motor 14 drives the shaft 4 through the gear 15. 
The rotation of shaft 4 goes to eccentrics 5 and 5′, with roller 
bearings 6 and 6′ providing their rotation with the angular velocity 
of ω4. The movable pressure plate 8 gets the motion from rolling 
bearings 6 and 6′ trough hasps 9 and 9′. It moves vertically in the 
guides 7 and 7′. At the moment when the cardboard blank CB 
gets the cutting rule, cutting rule 12 starts the cutting process. In 
the end upper position of the movable pressure plate, the cutting 

process stops, and with further eccentrics’ rotation, the idling 
continues the kinematic cycle. 

For measurements of torques on the drive shaft of the eccen-
tric mechanism during the experimental research, we used foil 
strain gauges N2A-06-T007R-350 (VPG MicroMeasur, Shanghai, 

China) with an electrical resistance of 350  and a base of 
150 mm. To prevent the influence of temperature fluctuations and 
reduce the influence of the bending of the drive shaft, four strain 
gauges are used for measurements, which are connected accord-
ing to the complete bridge circuit. Power was supplied to one of 
the diagonals of the bridge circuit, and the output signal that 
shows the value of the loading was captured from the strain 
gauges on the other diagonal of the bridge circuit, which is con-
nected to the specially designed module of gathering, processing 
and transmission of the data from strain gauges. The module for 
wireless data transmission consists of three elements: a 24-bit 
analogue-to-digital converter (ADC) with an integrated amplifier, 
microcontroller and Bluetooth module [12, 20]. 
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Fig. 2. Photo of the experimental device at following torque value on drive shaft as an effect of cardboard cutting in die-cutting press with eccentric  
            mechanism drive of the movable pressure plate: 1 – entablement; 2, 2′ – supports; 3 – support; 4 – drive shaft; 5, 5′ – eccentrics; 6, 6′ – rolling  
            bearings; 7, 7′ – guides; 8 – movable pressure plate; 9, 9′ – hasps; 10 – base plate; 11 – die-cutting forme; 12 – cutting rule (knife);  
           13, 13′ – threaded joints; 14 – stepper motor; 15 – gear transmission; 16 – strain gauges; and 17 – module of gathering, processing  
            and transmission of the data 

To establish the compliance of ADC data with the real torque 
values on the drive shaft of the drive mechanism of the pressure 
plate, calibration of the measuring equipment was done. For this 
purpose, the drive shaft 4 (Fig. 3) with the bearing 6 is fixed at the 
position of 90° (dashed line) relative to the upper position of the 
movable pressure plate 8. To pressure plate 8, the etalon force FЕ 
with elbow h is applied. For getting the calibration diagram (Fig. 
4), variations of loading were followed. These changes were used 
to convert the values of the ADC to real values of the torques. 

  
Fig. 3. Scheme of the torque value measurements  
            for the drive shaft calibration 

To convert the values of the ADC into the value of torque, the 
following dependence was used: 

𝑇4 = 𝐹E ∙ ℎ = (𝑛 − 𝑛0) ∙ 𝑘, (1) 

where n0 – ADC starting value, n – ADC current value, k – coeffi-
cient for ADC value conversion into the torque values on the drive 
shaft. 

Coefficient k for ADC value conversion was determined using 
the following expression: 

𝑘 = 𝑚 ∙ 𝑔 ∙ 𝑒/𝑛𝑡 (2) 

where m – the mass of used weights, e – eccentricity of the ec-
centric mechanism (e = 10 mm), nt – quantity of ADC values, 
which refers to the change of the used mass. 

The calibration diagram (Fig. 4) shows the reference of the 
obtained ADC values to the real torque. Here, the y-axis repre-
sents the torque T4 value on the drive shaft, reached by the 
change of the mass on the movable pressure plate 8 (Fig. 3). 
Along the x-axis, the current ADC values are presented. As can 
be seen, the graph is represented by a linear relationship. This 
shows that the strain gauges were cemented correctly, and the 
results of the experiment should be valid. 

 
Fig. 4. Calibration diagram of torque values on the drive shaft 

3. RESULTS 

The results are represented by variations of torque value ver-
sus the rotation angle. They are collected from the process con-
ducted using both approaches. In the first approach to the prob-
lem, the process was conducted without cardboard blanks (Fig. 
5a), while in the second one, this process was used including the 
cutting stage (Fig. 5b). 

The process without cardboard blanks is shown in Fig. 5a, 
with the following observations: 
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– Arc-shaped change of the torque as a result of overcoming 
the pressure plate and eccentrics’ masses (the segment AB). 

– Insignificant increase of torque value consequent to the con-
tact of the cutting rule edge with the surface of the pressure 
plate (the segment BC). 

– Linear torque value changes because of the end of the con-
tact of the cutting rule with the pressure plate (the segment 
CD). 

– Insignificant decrease of the torque due to the pressure plate 
and eccentrics’ masses (the segment DE). 

– Arc-shaped change of the torque on the drive shaft that con-
tributes to its turn and is caused by the pressure plate and ec-
centrics’ mass (the segment EF). 
During the research of the cutting process of cardboard blank, 

the following points were recorded (Fig. 5b): 
– Arc-shaped change of the torque as a result of overcoming 

the pressure plate and eccentrics’ masses (the segment 
A1B1). At point B1 begins the contact of the cutting rule edge 

with the cardboard blank (the angle of the drive shaft rotation 
equals φ = φ0). 

– Impetuous increase of the torque consequent to the cutting of 
the cardboard blank by the cutting rule (the segment B1C1). At 
the same time, compression deformation arises, which can be 
explained by the fibrous nature of the cardboard. It is known 
[21, 22] that the destruction of the cardboard begins at the 
point of the cardboard deformation at a level of about 0.9 of its 
thickness, which corresponds to point C1 (the angle of the 
drive shaft rotation equal to φ = φ1). 

– Impetuous decrease of torque on drive shaft (the segment 
C1D1). This is caused by further movement of the pressure 
plate and the appearance of a crack in the cardboard. 

– Decrease of the torque during idle movement of the pressure 

plate (the angle of the drive shaft rotation equals φ = 180), 

which is caused by the pressure plate and eccentrics’ masses 
(the segment D1E1). 

    
 (a) (b) 

Fig. 5. Torque versus rotational angle at vertical displacement of the pressure plate without (a) and with (b) the cardboard blank process 

The arc-shaped change of torque on the drive shaft contrib-
utes to its turn and is caused by the pressure plate and eccentrics’ 
mass (the segment E1F1). As a result of the experimental re-
search, the dependence of the torque is obtained (Fig. 5b). This 
dependence can be presented as T4 = f(φ), and as a result of its 
analysis, the maximum values of the torques on the drive shaft 
were observed when the cutting rule incut to the cardboard blank 
to a thickness of 0.9. The relative angle of the drive shaft rotation 
φ1 was determined by the following dependence: 

φ1 = arccos (−
𝑒−0.9∙Δ

𝑒
), (3) 

where e – eccentricity (e = 10 mm); Δ – the cardboard blank 

thickness. 
In mathematical statistics, it is proved that the selective arith-

metic mean is the best (capable, irremovable and effective) esti-
mate of the mathematical expectation of a random value [23]. The 
selective arithmetic mean method obeys the normal law of distri-
bution. During the experimental research, we obtained a certain 
amount of data on torque values. The torque values were pro-
cessed based on the calibration dependencies in accordance with 
the experimental research programme. With the aim to obtain 
valid results, we used the method of point estimation, which con-
sists of acceptance as the unknown true value of the distribution 
parameter. The processed experimentally obtained data of the 
average value of seven measurements (minimal and maximum 

values were neglected) eventually give the value of the torque 
values that arise during cardboard blank cutting. 

For the researched cardboard thicknesses, the angle φ1 was 

set as follows: for Δ = 0.3 mm → φ = 166.7; Δ = 0.4 mm → φ = 

164.6; Δ = 0.5 mm → φ = 162.7; Δ = 0.6 mm → φ = 161.1; Δ 

= 0.7 mm → φ = 159.6. 
The impact of the cardboard thickness, the fibres’ direction 

(MD, CD), the type of the cutting rule and the rotational speed of 
the drive shaft on the value of the linear cutting effort was deter-
mined. The rotational speed of the drive shaft was changed dis-
creetly: n = 60 rpm; 90 rpm; 120 rpm. The graphical results of 
these dependencies are shown in Figs. 6 and 7. 

For the determination of the linear cutting effort, the depend-
ence of a power balance was used: 

𝑇4 ∙ ω4 = 𝐹c ∙ 𝑉8 ∙ η (4) 

where T4 – maximum value of the torque on the drive shaft; ω4 – 
angular velocity of the drive shaft (ω 4 = π·n / 30); Fc – cutting 
effort; V8 – linear speed of the pressure plate displacement; η – 
efficiency coefficient of the experimental bench (η = 0.9). 

Considering that 𝐹𝑐 = 𝑞 ∙ 𝐿 and 𝑉8 = ω4 ∙ 𝑒 ∙ sinφ1  from the 
dependence of power balance in Eq. (4), the linear cutting effort 
was calculated: 

𝑞 =
𝑇4

𝐿∙𝑒∙sinφ1∙η
 (3) 
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where q – linear cutting effort; L – the length of the cutting rule  
(L = 20 mm); e – eccentricity (e = 10 mm). 

As can be seen from Fig. 6, the increase of the thickness Δ of 
the cardboard blank causes the increase of the linear cutting effort 
q during the process of cutting cardboard blanks in the MD. Dur-
ing cardboard cutting in the CD, a similar dependence was seen 
(Fig. 5b). For rotational speed of the drive shaft at 90 rpm, the 
increase of the cardboard thickness from 0.3 mm to 0.7 mm caus-
es the increase of the linear cutting effort by 1.87 times (from 8.6 
N/mm to 16.1 N/mm) during cutting in the CD and by 1.57 (from 
12.1 N/mm to 19.0 N/mm) during cutting the blank in the MD. The 
obtained results can be logically explained. It is obvious that the 
increase in the cardboard thickness and changes in the fibre 

direction (from MD to CD) cause the increased resistance of the 
cutting rule in the destruction of the cardboard. 

The research on the impact of the rotational speed of the drive 
shaft has shown that the increase of the die-cutting velocity caus-
es a decrease in the linear cutting effort. It can be explained by 
the increase of inertia of the torque T4 on the drive shaft. Such an 
effect helps to overcome the resistance of cardboard cutting. As 
an example, for the cutting process of the cardboard blank with 
the thickness of 0.7 mm in the MD, a 2× increase of the rotational 
speed of the drive shaft – from 60 rpm to 120 rpm – causes the 
decrease of the linear cutting effort by about 1.2 times (from 19.8 
N/mm to 16.5 N/mm).  

 
 (a) (b) 

Fig. 6. The linear cutting effort (solid line) and approximated (dashed line) curves in MD (a) and CD (b) as a function of the thickness of the cardboard blank  
            during cutting with the A cutting rule and rotational speed of the drive shaft: □ – 60 rpm., ◊ – 90 rpm., ○ – 120 rpm 

 (а)  (b) 

Fig. 7. The linear cutting effort (solid line) and approximated (dashed line) curves in MD (a) and CD (b) as a function of the thickness of the cardboard blank  
            during cutting with the B cutting rule and rotational speed of the drive shaft: □ – 60 rpm., ◊ – 90 rpm., ○ – 120 rpm 

Tendencies that were observed for the cutting process with 
cutting rule type A (the impact of the cardboard thickness, fibre 
direction and rotational speed on effort value) are similar to those 
with the rule type B. However, the linear cutting efforts during 
cardboard cutting with the cutting rule type A are slightly smaller 
than with the cutting rule type B. This is because of the cutting 
rule design. The cutting rule type A has two symmetrical faces on 
both sides and the cutting rule type B has a long one-sided face 

with the short opposite one at an angle of 90. This fact can ex-
plain the minimal impact of the speed mode (rotational speed of 
the drive shaft) on the linear cutting efforts for cardboard cutting 

with the rule type B. As an example, the 2× increase of the rota-
tional speed from 60 rpm to 120 rpm helps to reduce the linear 
cutting effort by 1.1 times (from 18.9 N/mm to 17.0 N/mm) for the 
cutting process of the cardboard blank with a thickness of 0.7 mm 
in the MD. For comparison, a similar number for rule type A is 1.2 
times. 

The processed experimentally obtained data and the graphical 
dependencies of q = f(Δ) have been approximated by trend lines 
(logarithmic curves) and are shown in Tab. 1. These eventually 
give the value of the linear cutting effort values that arise during 
cardboard blank cutting. It gives an opportunity to determine the 
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values for any thickness of the cardboard and the direction of its 
fibres depending on the rotational speed of the drive shaft and the 
type of cutting rule. 

The total dispersion S2 (dispersion of the output parameter) 
characterises the scatter of the experimentally observed points 
relative to the average value. The closer the experimental data is 
to the diagram of empirical dependence, the closer is the connec-
tion, the smaller is the residual dispersion and the greater is the 
correlation coefficient. According to the results of the experimental 
research on the cutting process, the dispersion value (coefficient 
of the reliability of the experimental curve approximation by the 
trend line) is 0.90–0.98. 

Tab. 1. The linear cutting effort dependencies on cardboard thickness  
             and its fibre direction for different cutting rule types and rotational  
             speeds of the drive shaft of the movable pressure plate 

Cutting  
rule type 

Rotational 
speed of the 
drive shaft 

n, rpm 

Fibre 
direction 

Coefficient of the 
reliability of the 

experimental curve 
approximation  

Trend line 
equation (loga-
rithmic curve) 

А 

60 

MD 0.96 
q = 9.1428  

ln(Δ) + 23.719 

CD 0.90 
q = 7.0044  

ln(Δ) + 23.921 

90 

MD 0.93 
q = 8.8059  

ln(Δ) + 20.077 

CD 0.91 
q = 8.9733  

ln(Δ) + 23.467 

120 

MD 0.98 
q = 10.741  

ln(Δ) + 20.349 

CD 0.97 
q = 10.634  

ln(Δ) + 22.065 

В 

60 

MD 0.97 
q = 7.1796  

ln(Δ) + 21.126 

CD 0.95 
q = 7.0399  
ln(Δ) + 24.68 

90 

MD 0.96 
q = 6.7174  

ln(Δ) + 19.563 

CD 0.97 
q = 7.3551  

ln(Δ) + 24.149 

120 

MD 0.95 
q = 7.1706  

ln(Δ) + 19.624 

CD 0.95 
q = 6.4038  
ln(Δ) + 22.13 

CD, cross-direction; MD, machine direction. 

4. SUMMARY AND CONCLUSION 

 As a result of the analysis of the references, the use of ec-
centric mechanisms for the drive of the movable pressure plate of 
the flatbed die-cutting press has been proposed. The use of such 
type of mechanisms provides the opportunity to avoid the draw-
backs of die-cutting presses that are built using multilink and cam 
mechanisms. The research of the power characteristics that arise 
during cardboard blank cutting using the die-cutting press with the 
eccentric mechanism drive of the movable pressure plate is a 
relevant scientific task. 

 The experimental bench with the eccentric mechanism in a 
drive of the pressure plate has been developed. The experimental 
bench allows the smooth changing of the rotational speed of the 

drive shaft. The process of cutting the cardboard blank using an 
eccentric die-cutting press has been researched. 

 The programme of experimental research of the torque val-
ues on the drive shaft of the experimental device was developed. 
For the research, the method of strain gauge measurements was 
applied. The proposed methods of measurements and data pro-
cessing using modern hardware and software provide the pro-
cessing simplification of the measurement results and make it 
possible to obtain reliable values with minimal faults. 

 The relationship between torque and rotation angle was cap-
tured in two cases of the experiment: with and without cardboard. 
The values of the rotational angle were determined. It was estab-
lished that, for cardboard blanks made of FBB with thicknesses in 

the range of 0.3–0.7 mm, this angle was 160–167. 
 The influence of the cardboard thickness, the direction of its 

fibres, cutting rule type and rotational speed of the drive shaft on 
the value of the linear cutting effort was determined. The most 
impact on the value of the linear cutting effort was exerted by the 
thickness of the cardboard blank. The increase of the cardboard 
thickness from 0.3 mm to 0.7 mm causes the increase of the 
linear cutting effort from 7.5 N/mm to 21.5 N/mm depending on 
the cardboard fibre direction and the speed mode of the die-
cutting press. 

 The relationship between linear cutting efforts and the card-
board thickness, its fibre direction, cutting rule type and rotational 
speed of the drive shaft was elaborated. This data was approxi-
mated by logarithmic function (logarithmic curve). Thus, the coef-
ficient of the reliability of the experimental curve approximation by 
the trend line lies in the range of 0.90–0.98. 

 The obtained results can be very easily used for development 
of die-cutting equipment with the eccentric drive mechanism of the 
movable pressure plate. 
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Abstract: The effect of nonlinearity is high sensitivity in damage detection, especially for closed cracks and delamination. This review  
illustrates the results of several researchers dealing with nonlinear effects caused by the closure of cracks in the structure, i.e., beam  
and plate structures. Early detection of damage is an important aspect for the structure and, therefore, continuous progress is being made 
in developing new and effective methods that use nonlinear effects for early detection of damage and barely visible cracks, i.e., closed 
cracks and delamination, as well as for the determination of crack size and location. After analysing various methods, the merits,  
drawbacks and prospects of a number of nonlinear vibration methods for structural damage detection are discussed,  
and recommendations are made for future researchers. 

Key words: closed crack, closed delamination, nonlinearity, crack detection methods

1. INTRODUCTION 

Safe structures with high efficiency are a prerequisite for vari-
ous applications, such as sporting goods, automotive, construc-
tion and aerospace industries. Nowadays, structural damage 
poses a challenging problem in most applications. There are two 
types of cracks that commonly occur in structural systems: open 
cracks and closed cracks. Open cracks cause a decrease in 
physical stiffness, resulting in a largely linear structure with lower 
load carrying capacity and lower vibration frequencies [1, 2]. 
Owing to the bilinear stiffness characteristics associated with open 
and closed circumstances, the formation of breathing cracks not 
only lead to a reduction in stiffness of the structure, but also caus-
es the linear structure to become nonlinear. The most common 
cause of structural failure is cracking due to fatigue and corrosion 
[3, 4]. 

A closing crack or breathing is a change in the stiffness of the 
body in the process of cyclic deformation by stretching and com-
pression with opening and closing, respectively. A closing crack is 
an immediate change in the stiffness structure. This property 
leads to the nonlinear dynamic behaviour of mechanical systems 
and nonlinear effects such as the occurrence of subharmonic and 
superharmonic resonances and the nonlinearity of the vibration 
response (which includes displacement, velocity, acceleration and 
deformation) and the main resonance [5-7].  

To avoid catastrophic failure in a variety of practical applica-
tions, the development of diagnostic techniques that are sufficient-
ly sensitive to incipient fractures in structures and machines is a 
critical issue [8]. The diagnostics employ vibration-based and 
wave propagation based approaches; the most important potential 
advantage of vibration diagnostics based on nonlinear effects is 
its relatively high sensitivity to closing crack damage. Many vibra-
tion-based diagnostic techniques are used and studied by differ-

ent researchers, as well as wave propagation-based approaches. 
Conventional spectral analysis is an approach based on the exist-
ing vibration-based diagnostic system. However, spectrum analy-
sis has the crucial disadvantage that the amplitudes of nonlinear 
harmonics are extremely susceptible to measurement noise, 
which may distort the applied damage detection procedure em-
ployed [9, 10]. Researchers are still searching for newer methods 
(for detecting internal cracks in structures based on vibration 
feature extraction) that have higher sensitivity to the presence of 
damage, while being simple to use. Vibration characteristics 
include changes in damping, subharmonic and superharmonic 
vibrations, nonlinear distortions of vibration at the principal reso-
nance, changes in the transfer function, distortion of phase trajec-
tories and so on [11-13]. 

 
Fig. 1. Crack detection in beam-like structures [14] 
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The primary objective of this review is to highlight the major 
accomplishments of numerous researchers who have investigated 
the nonlinear effects caused by a closing crack in beam and plate 
structural elements, with the goal of determining the possibility 
and future prospects of using nonlinear behaviour to detect dam-
age. After a review of current methods, various methods are 
analysed, the merits, drawbacks and prospects of a number of 
nonlinear vibration methods for structural damage detection are 
discussed and a recommendation is made for future researchers. 

The rest of the paper is organised as follows. Section 2 dis-
cusses various methods for detecting closed cracks in structures 
using nonlinear vibration methods. Section 3 presents numerical 
and experimental studies for closed crack detection in beams. 
Section 4 analyses various methods in plates using a nonlinear 
effect in the structure. Section 5 concludes the paper. 

2. METHODS OF CLOSED CRACK DETECTION  
IN STRUCTURE 

Non-destructive testing of structures and diverse technical 
components can be performed effectively, economically and 
quickly using vibration measurements. The features of the linear 
response of the open crack model can only detect the crack at an 
advanced level, but the effects of the nonlinearity of the closed 
crack model can be used to detect the crack at an early stage 
[15]. Potential structural damage mechanisms in engineering 
structures are associated with structural nonlinearities, which 
require extensive measurements and analysis of nonlinear vibra-
tion properties to detect and evaluate. The difficulty in finding 
breathing cracks is that the dynamic properties of a structure with 
a breathing fracture change significantly more slowly. Research-
ers have found that a structure with a closing crack behaves more 
like a nonlinear system, comparable to a bilinear oscillator, and 
that the nonlinear response characteristics can be used to detect 
the crack [12]. Early researchers used methods to evaluate 
changes in natural frequencies and natural modes to detect dam-
age [16]. Changes in natural frequencies and natural modes, 
according to M. Dilena et al. [17] and Vimal M. et al. [18], are 
insufficient to detect minor cracks in the structure, i.e. closed 
cracks. 

Cracked structures with one degree of freedom have been 
simplified as oscillators with single degree of freedoms (DOFs) 
[19]. In early research on breathing cracks, cracked beams were 
simplified as single-DOF oscillators whose stiffness in half cycles 
for tension and compression was represented by asymmetric 
linear or nonlinear functions. This approach was extended to 
cracked structures with multiple degrees of freedom, while, peri-
odic changes in crack locations were incorporated into dynamic 
stiffness matrices to model closing cracks [20]. For continuously 
cracked beams with infinite DOFs, ‘breathing’ cracks were mod-
elled analytically [21].  

A. Chatterjee [22] applies the nonlinear dynamic model of the 
cracked structure using higher-order frequency response func-
tions and a bilinear restoring force using a polynomial series. The 
effect of crack severity on the amplitudes of the harmonic re-
sponse is investigated and a new method for estimating crack 
severity by measuring the amplitudes of the first and second 
harmonics is proposed [1, 23]. Most researchers model closing 
cracks for beam structures and closing delaminations for plate-like 
structures to simulate their closing motions during vibration. The 
crack is modelled as a local flexibility [24] in the structure. The 

size of the crack and its location are studied by changing the 
modal parameters such as natural frequency [25-26] and damping 
factor [27]. The detection of cracks by the vibro-acoustic method 
has been performed elsewhere in the literature [28-31]. A well-
known approach for vibro-acoustic diagnosis of bilinearity of a 
mechanical system is the free vibration method [32]. In this meth-
od vibro-acoustic signals are used to evaluate the dependencies 
of the free vibration decrement and the natural frequency as a 
function of the crack size. Z. Kıral et al. [33] state that the change 
in decrement is a more sensitive indicator of damage compared to 
the natural frequency. Some effective and accurate measurement 
and analysis techniques have been developed and effectively 
used to detect and identify structural nonlinearities, the effects of 
which are readily apparent in the observed conventional first-order 
frequency response functions (FRFs) [34]. The other structural 
nonlinearities caused by closing cracks do not contribute to the 
first-order FRFs. Therefore, Riccardo Cappello et al. [35] devel-
oped a method to identify the physical parameters of breathing 
cracks using second-order FRFs, and R.M. Lin and T.Y. Ng [36] 
report that higher harmonics are efficient indicators of closing 
cracks. Although higher harmonics may indicate the occurrence of 
closing cracks [33], the amplification effect of higher harmonics 
due to differentiation is quantitatively investigated using several 
scenarios.  

The nonlinear behaviour of harmonics generated by breathing 
cracks is well explained by the nonlinear pseudo-force (NPF) and 
experimentally validated on a beam with a fatigue crack by non-
contact vibration measurement [38]; the same evidence was also 
provided by M. Cao et al. [39] for the localisation of ‘breathing’ 
delamination by using deflection forms at nonlinear harmonics. W. 
Xu et al. [40] analytically formulated the nonlinear pseudo-force by 
rearranging the equation of transverse motion of the cracked 
beam. The concept can be used to localise cracks and elucidate 
the mechanism needed for the generation of higher harmonics by 
‘breathing’ cracks. Cui et al. [41] used bispectrum analysis to 
detect ‘breathing’ cracks by studying the nonlinear dynamic prop-
erties of cracked beams. K. Wang et al. [42] developed a two-
dimensional analytical model to interpret the modulation mecha-
nism of a breathing crack to guide ultrasonic waves. Semperlotti 
F. et al. [43] explicitly reveal that the harmonic generation mecha-
nism is a fundamental issue in the study of breathing cracks. 

3. NUMERICAL AND EXPERIMENTAL DETECTION  
OF CLOSED CRACK IN BEAM 

3.1. Model of crack beam  

The use of nonlinear models for cracked beams is crucial in a 
closed crack of the structure to detect the crack and fully under-
stand the vibration characteristics generated by the breathing 
crack. The modelling of the breathing crack is an important step 
that lays the groundwork for crack analysis and identification. 

According to A. Rivola and PR. White et al. [44], the bispec-
trum can be used to examine the system response and the biline-
ar oscillator model to mimic the nonlinear behaviour of a beam 
with a closing crack. As seen in Fig. 2, the breathing crack can 
have a bilinear stiffness effect. Then, in Figs. 3–5, a single, two, 
and many cracks in the structure are depicted, respectively, where 
a is crack depth, b is beam width, h is beam height and L is beam 
length.  
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Fig. 2. Cantilever beam with breathing crack [45] 

 

Fig. 3. Schematic diagram of a cracked simply supported beam  
            with single cracks [46] 

 

Fig. 4. Schematic diagram of a cracked simply supported beam  
           with two cracks [46] 

 

Fig. 5. Schematic diagram of a cracked simply supported beam  
            with three cracks [46] 

To model stiffness change in bilinear oscillators, Chu and 
Shen [47] proposed a replacement closed-form solution for biline-
ar oscillators under low-frequency excitation utilising two square 
wave functions. Their study proposes a simple polynomial model 

for modelling the beam with a breathing crack. For a cracked 
cantilever beam with a transverse one-edge non-propagating 
closing crack, the polynomial model is confirmed. This amplitude-
dependent polynomial model can be used to simulate nonlinear 
systems with bilinear behaviour. According to Caddemi and Caliò’ 
[48], the closing crack was approximated using Dirac’s deltas, 
which enabled closed-form evaluation of beam mode forms for a 
generic crack configuration. It should also be mentioned that the 
nonlinear effect of the system is stronger if the superharmonic 
components include more energy in the output spectrum. 

3.2. Subharmonic and superharmonic resonance vibration 

When a system with a breathing crack is activated by a single 
harmonic force, the response shows different nonlinear properties, 
according to F.E. Dotti et al. [49] the excitation causes the crack to 
open and close, resulting in harmonics that are integer multiples 
or fractional multiples of the driving frequency. Superharmonic 
and subharmonic are the terms used to describe these harmonics. 

According to Bovsunovskii et al. [50], the vibration of a canti-
lever beam with a closing crack under the action of a harmonic 
concentrated force was characterised by superharmonic reso-
nances of order j/i (the symbol j/i denotes the ordinal number of 
the nonlinear regime, which indicates how many natural periods of 
vibration j fall at i periods of the external harmonic excitation), with 
very small amplitudes. 

The displacement time history response of the actual system 
and the corresponding Fourier spectrum of the approximated 
polynomial system are given in Figs. 6a and 6b, respectively, as 
depicted in the study of Prawin and Rao [45]. The nonlinear effect 
of the system is increased if the superharmonic components 
include more energy in the output spectrum. 

 
Fig. 6. The actual bilinear response and polynomial response [45] 

Nonlinear vibration characteristics, according to Broda et al. 
[51], are more sensitive to breathing cracks, especially when 
subharmonic and superharmonic resonances are present. Addi-
tionally, Andreaus et al. [52] investigated the cracked beam’s 
forced harmonic response by treating the closing crack interfaces 
as a contact problem and used finite analysis software. The re-
sults of the simulations showed that subharmonic and superhar-
monic resonances exist in the broken beam. However, the phe-
nomena that caused these several harmonics to appear in the 
experiment have yet to be fully explained. The fundamental rea-
son for this is that the nonlinear vibration of a beam with a breath-
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ing crack is poorly understood, and the intrinsic link between the 
subharmonic and superharmonic resonance responses and the 
beam parameters is not well understood, necessitating further 
research into cracked beams [53]. Pugno et al. [54] created a 
novel stiffness model that takes partial crack closure into account. 
The finite element approach was used to generate a nonlinear 
dynamic equation for a beam with a breathing crack, and the 
multiple-scales method was used to assess the approximate 
steady-state response of the cracked beam to a harmonic excita-
tion. According to their findings, the crack parameters, as well as 
a combination of the crack parameters and excited force parame-
ters, influence the nonlinear vibration of a cracked beam. 

Under some circumstances, this system presents third-order 
superharmonic resonance, second-order superharmonic reso-
nance, 1/2th-order subharmonic resonance, combination reso-
nance and multiple resonances. The most used combinations are 
the second-order subharmonic when the system is excited at 
twice its natural frequency; the second-order superharmonic, 
when the system is excited at half of its natural frequency; and the 
third-order superharmonic, when the system is excited at one-third 
of its natural frequency [55, 56]. 

 
Fig. 7. damage severity with modal curvature [57] 

This is especially important when dealing with a more sophis-
ticated structure. In fact, if the chosen forcing frequency only 
excites modes with curvature-nodes close to the damage position, 
even huge cracks may go undetected by harmonics approaches. 
Figure 7 shows how this problem is qualitatively expressed. As 
the modal-effective damage increases, one moves from a low-
damage zone where no identification is possible to a zone where 
only superharmonic  are sensitive to damage; as the damage 
increases further, one reaches a zone where subharmonic are 
sensitive and preferable; and finally, a zone is reached where 
more simple linear methods are effective. 

3.3 Forced vibration 

3.3.1. Governing equation of forced vibration 

The Euler–Bernoulli equation for the beam elements without 
crack is written as  

𝑀�̈� + 𝐶�̇� + 𝐾𝑢 = 𝑓(𝑡)                                                        (1) 

where f(t) is an external force that can be harmonic, non-harmonic 
and periodic; M is mass; C is dampness; and K is stiffness. 

𝑀�̈� + 𝑐�̇� + 𝑘𝑢 = 𝑓𝑜𝑠𝑖𝑛𝜔𝑡                                                (2) 

�̈� + 2𝜉𝜔�̇� + 𝜔𝑛2𝑢 = 𝑓𝑜𝑠𝑖𝑛𝜔𝑡                                       (3) 

If 𝜔 = 𝜔𝑛 resonance will occur, and that means large ampli-
tude can be expected. 

Zhao et al. [58] used Green’s functions approach and the su-
perposition principle to produce closed-form explicit formulations 
of the steady-state forced vibration of a multi-cracked Euler–
Bernoulli beam subjected to a time-harmonic load. The numerical 
results revealed that crack geometries (depth and location) have a 
substantial impact on the system’s dynamic behaviour. 

X. Zhao et al. [59] built on Zhao et al.’s work [58] to investigate 
the steady-state forced vibrations of multi-cracked Timoshenko 
beams, revealing that the effects of shear deformation and rotat-
ing inertia on the deflection pattern for a thick beam could not be 
ignored. Crack beams also infrequently show the mechanical 
mechanisms of crack geometries, particularly crack positions, in 
their dynamic behaviours. Also, by examining the dynamic behav-
iours of a general cracked double-beam system interconnected by 
a viscoelastic layer sitting on the Winkler–Pasternak elastic foun-
dation, Chen et al. [60] try to fill these gaps. They obtain closed-
form solutions for forced vibrations of a cracked beam connected 
viscoelastic layer, taking into account axial stresses and the Win-
kler–Pasternak elastic basis.  

3.4 Wave propagation 

Small or substantial portions of the beams may be damaged. 
The consequences of nonlinearity of a closed crack in a beam 
structure can be studied using a variety of methodologies. The 
Volterra series response representation is used to examine the 
nonlinear response of a beam with a closed crack, according to 
Surace et al. [61]. A polynomial series is used to approximate the 
bilinear restoring force due to closed crack modes, and the first- 
and second-order frequency response functions are created in 
terms of bilinear parameter. However, as the selected stimulation 
frequency is quite distant when the crack is very deep, the re-
sponse amplitude is not observable [62]. Also, Wang et al. [40, 63] 
describe the development of a two-dimensional (2D) analytical 
model to analyse the modulation process of a ‘breathing’ crack to 
guide ultrasonic pulses (GUWs). The model can analyse the 
breathing behaviour of the crack as the probing GUWs cross it 
and reflect the breathing generated by the propagating and decay-
ing waves, allowing for the extraction of nonlinear signal charac-
teristics in contact with acoustic nonlinearity (CAN). Based on an 
analytical prediction of CAN formation as a function of crack se-
verity, a correlation between CAN in GUW signals and crack 
parameters is established.  

Based on the numerical and experimental detection of high-
order harmonic waves or subharmonic waves caused by the 
interaction of ultrasound with closed cracks, Taizo et al. [64] and 
Koskinen et al. [65] use piezoelectric contact transducers, which 
are also studied by Lee and Hong [66]. Since the contact trans-
ducer requires a liquid coupling agent, the nonlinearity induced by 
the transducer into the measurement process could be much 
greater than the material’s nonlinearity, making it unsuitable for 
detecting complex structures with curved surfaces.  

In complex shapes and hazardous environments, Wu TC et al. 
[67] employ fully non-contact NUT based on laser ultrasound 
(LUT) on closed surface cracks. The result reveals a weak second 
harmonic, which is caused by the material’s or measuring sys-
tem’s nonlinearity. Higher harmonics are also used to locate 
closed cracks that are dominated by the initial harmonics, which 
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appear to be hidden [68, 69]. As a result, these hidden higher 
harmonics encounter difficulty in detecting the crack. To solve this 
problem, Cao et al. [69] developed an energy modulation effect 
phenomenon (EME) based on the concept of quadratic-Teager–
Kaiser energy (Q-TKE) to clearly detect hidden higher harmonics 
in a closed crack. This was accomplished both numerically and 
experimentally using finite element methods and a Doppler laser 
vibrometer (DLV). However, noise causes false peaks while using 
this method. As a result, the stimulation must be carefully chosen, 
and noise suppression is also necessary. 

Based on the vibration concept and the modal decomposition 
method, X. Sun Xu et al. [70] use the second harmonic Lamb 
wave modulated by the crack-induced acoustic nonlinearity of the 
contact. Non-zero energy flux and phase velocity are required due 
to the dispersion and the multimodal character of Lamb waves. As 
a result, different researchers [71] have chosen different mode 
pairs for different damages, although the amplitude of the required 
second harmonic Lamb mode was always altered by other Lamb 
waves with double frequency [72]. For Lamb waves in partially 
closed cracks, W. Zhu et al. [73] use a static component. In the 
research of Chen B. et al. [74], they use the hypothesised and 
experimentally studied approach of vibro-acoustic modulation 
(VAM) based on electromagnetic loading, which concentrates the 
loading energy around the closed crack. However, in the struc-
ture, it is critical to locate the sample’s closed crack, after which 
additional work is required. 

Carneiro S. and Inman D. [75] developed a continuous model 
based on Timoshenko beam theory to consider the nonlinear 
behaviour of bending and shear vibration in a breathing cracked 
beam, assuming that stiffness decreases as the distance from the 
crack position increases. A closed crack’s nonlinear vibration 
inhibits the correct determination of the natural frequency [76]. As 
a result, crack nonlinear behaviour is included in the models. The 
closed crack behaviour is shown in the transverse vibration analy-
sis of beam [77], axial beam [78] and longitudinal beam [79] with a 
single closed crack using the Perturbation method. A beam with 
numerous cracks may have a more nonlinear structural dynamic 
response than a beam with a single crack. The singularity of the 
concentrated cracks along the beam may impact the structure’s 
continuity and geometric aspects. M. Kharazan et al. [80] use 
Euler–Bernoulli theory to simulate the transverse vibrations of a 
beam with several breathing cracks.  

4. ANALYSING DIFFERENT METHODS IN PLATE USING 
NONLINEAR EFFECT 

4.1. Natural frequency 

Due to sinusoidal loading, delamination experiences tensile 
and compressive cycles. The delamination opens when the de-
lamination surfaces are in tension, modifying the amplitude signal. 
Since the delamination surfaces come into contact with one an-
other and behave similar to an intact surface during compression, 
the amplitude does not vary [81]. The area of damage was 
mapped in nonlinear acoustics by measuring the amplitude of 
nonlinear harmonic and subharmonic frequencies in the frequency 
spectrum of all nodes, according to Sun et al. [82]. Near the de-
fect, the ratio between the amplitude of the second harmonic and 
the amplitude of the linear frequency is more pronounced, giving a 
qualitative indicator of the damage site. Likewise, the subharmon-

ic amplitude to the excitation frequency amplitude ratio is bigger at 
the defect zone. Experiments with the nonlinear harmonic imaging 
approach for defect identification have already been conducted. 
However, there are some places in both ratios that are not above 
the delamination but have a bigger ratio value, giving a false 
sense of the damage in that region. This is because these spots 
are on the modal pattern, which has very small vibration ampli-
tudes. As a result, doing the experiments at many frequencies 
could be an option. Also, in the research of Tabatabaeipour et al. 
[83], it was assumed that nonlinear spring dampers that have 
been installed between contact states represent a nonlinear inter-
action of delamination surfaces. The spring stiffness and damping 
coefficient parameters are not available in the nonlinear spring-
damper model; thus, they must be adjusted when the magnitude 
of the parameters varies sufficiently. 

C. Andreades et al. [84] propose an ultrasonic phased array 
technique based on nonlinear modulation of dual frequency exci-
tation to increase the sensitivity and accuracy of contact detection. 
The work has shown that the nonlinear array method can detect 
multiple contact defects in samples and has a higher localisation 
accuracy than the traditional linear phase array method. However, 
the work only looks at the bottom surface; phase signals at multi-
ple points on the sample need to be investigated further. 

4.2 Velocity/displacement relation 

Delamination can also occur in a more complicated instance, 
where only some zones within the delaminated region are in touch 
while the rest are not, as shown in Fig. 8. 

 
Fig. 8. A delaminated sandwich panel with partial contact conditions [85]  

To define the dynamic behaviour of delaminated plates, 
Schwarts-Givli et al. [85] investigated nonlinear effects associated 
with time-dependent contact features of delaminated surfaces and 
large displacements of the face-sheets, at high-order displace-
ment, velocity and acceleration fields in the core. The data clearly 
demonstrate the nonlinear behaviour’s impacts. To characterise 
the effect of delamination on smart laminated composite plate 
structures, Shankar et al. [86] performed a numerical analysis 
using the finite element approach. They employed the time inte-
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gration technique in various boundary conditions and locations of 
active fibre composite (AFC). According to their findings, the 
amplitude of dynamic responses is higher in the event of delami-
nation and AFC patch locations, with less dynamic displacement 
when the patches are close to the delamination. The major shift in 
dynamic displacement response with respect to time history in the 
simply supported and clamped–clamped boundary is shown in 
Figs. 9 and 10. The velocity feedback gain is 1 (Gv = 1). However, 
delamination necessitates not only the consideration of boundary 
conditions and location, but also the analysis of the geometry of 
the structures. 

 
Fig. 9. Time response of delaminated and without delaminated plate  
            at different locations of AFC patches (Gv = 1) in simply supported  
            boundary condition [86] 

 
Fig. 10. Time response of delaminated and without delaminated plate  
              at different locations of AFC patches (Gv = 1)  
              in clamped–clamped boundary condition [86] 

4.3 Forced vibration 

Bovsunovskii et al. [50] used forced vibration of a simply sup-
ported laminated composite beam with 10 viscoelastic layers to 
determine delamination characteristics. At frequencies of 1 kHz 

and 2 kHz, respectively, 73 and 146 times higher than the beam’s 
initial natural frequency, harmonic excitation was applied. The 
delamination produced additional multiples of the excitation fre-
quencies as a result of the periodic opening and closing of the 
delamination, with their value varying depending on the size and 
location of the delamination, according to the nonlinear analysis. 
On the other hand MH Kargarnovin et al. [87] discussed the exist-
ence of the delamination changes the stiffness of the structure, 
and the effects of the size, depth, location of the delamination and 
the load velocity on the dynamic response.  

4.4 Wave propagation 

The most common damage in plate structures is delamination. 
The delamination effect in plate structure laminates has been 
widely modelled for free vibration, transient analysis, frequency 
analysis and damage detection [88-89]. Nonlinear analysis of 
regular composite plates and shells for free vibration, bending and 
buckling has been carried out in many studies based on classical 
laminate theory [90], first-order shear deformation theory [91], 
higher-order shear deformation theory [92] and other refined 
theories [93]. By studying the interaction between the structure 
and the foundation in the context of the used material, Yushu et 
al. [94] obtained a good understanding that would enable predic-
tion of the structural response. The composite plate can be pre-
dicted using different delamination sites before delamination and 
modelling is to be performed using layer-by-layer theory and finite 
element method. 

Many researchers have addressed the problem of nonlinearity 
[95, 96] and are studying the static analysis of laminated shells 
resting on a nonlinear elastic foundation. They use a method to 
subsequently determine stresses and strains and initially assume 
a perfect bond. Shen et al. [97] investigate the nonlinear behav-
iour of a composite panel resting on an elastic foundation with 
imperfect bonding using transverse normal stress, transverse 
shear stress and transverse nonlinear stress transferred from the 
foundation to the plate. The result was obtained, but they only 
consider the base of nonlinearity, and the material nonlinearity 
and geometric nonlinearity are not considered. 

N. Houhat et al. [98] focus on the vibro-acoustic modulation 
(VAM) technique and optimise nonlinear damage detection in 
multiple scattering. They use automatic optimisation and gain time 
reduction. It is a good basis for detecting damage to scattering 
radiators, but information about the local minima of the correlation 
coefficient is important for locating the nonlinear scattering radia-
tors. X. Zhang et al. [99] proposed a nonlinear Lamb wave imag-
ing technology to detect barely visible impact damage (BVID) in 
carbon fibre reinforced composites (CFRP). They did this at three 
different impact energies with corresponding impact surfaces. In 
their result, the relative nonlinearity coefficients of the second 
harmonic Lamb wave packets were received at a distance of 103 
mm. However, at a distance greater than 103 mm, the relative 
nonlinearity coefficients become weak. According to their results, 
the Lamb wave fluctuated after it exceeded a certain value. So it 
is important to consider the noise. 

According to Castellano et al. [100], they used the sideband 
peak count index (SPC-I) in composite plates to improve the 
application of the nonlinear ultrasonic technique in the detection of 
impact-induced damage. They improved the SPC-I technique by 
introducing a narrow band SPC-I technique. Then, lead zirconate 
titanate (PZT) of non-permanent adhesive gel was used, and they 
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reported that it showed reliable results in detecting damage in 
composite plates both at initiation and propagation. However, 
these techniques cannot determine the size of the defect and the 
type of defect that caused the damage. In the case of nonlinearity, 
it is important to understand the shape, dimensions and location 
of the cracks. Moreover, nonlinearity is caused not only by the 
crack, but also by other factors, such as material behaviour [101]. 
Therefore, such a consideration is essential to detect damage in 
the structure. 

Q. Wei et al. [102] used the nonlinear acoustic resonance 
method to characterise fatigue damage in composite materials, 
especially CFRP. Based on their work, the progressive fatigue 
damage in composites was introduced by pendulum impact tests 
with different impact energies and investigated by infrared ther-
mography and optical microscopy. They concluded that the dam-
age index (DI) is a complex parameter influenced by the impact 
energy, impact angle, impact area and other factors; so, these 
factors should be considered. The boundary conditions and the 
effects of temperature should also be well thought-out. 

S. Sikdar et al. [103] studied a geometric nonlinearity problem 
based on 3D numerical simulation and experimental analysis of 
guided wave propagation in smart composite structures based on 
finite element methods, and compared sources with and without 
breathing and bonding in the smart composite structures. Based 
on their results, the online SHM strategy has demonstrated its 
potential to locate sources with breathing and bonding using 
elastic wave signals, but operating conditions must be considered. 

According to X. Wang et al. [104], the random pore model was 
introduced to perform nonlinear ultrasonic simulations to account 
for the randomness of pore size, morphology and distribution 
properties. They performed nonlinear ultrasonic simulations and 
experimental investigations for the real porous graphite compo-
sites. The results show that the relative nonlinear coefficient in-
creases with increasing pore length and decreases with increas-
ing pore width. However, the question arises as to what the result 
would be if they considered the effects of pore parameters and 
excitation parameters on the nonlinear coefficient. Also, a random 
pore model was used. Is there another way to get the same re-
sults? 

The secondary or additional mass and spring is a primary 
structural device used to suppress vibrations [105]. However, 
such methods produce two resonant peaks with high amplitude. 
To minimise the vibration structure at both peaks and also at the 
resonant frequency, researchers have used optimisation tech-
niques. Such optimisation techniques include linear quadratic 
controllers, genetic algorithms and so on [106, 107]. Both tradi-
tional and non-traditional models of vibration dampers are used to 
minimise the vibration of the structure, but there is a limit to sup-
pressing the vibration of the main structure if the mass of the 
damper is not increased [108]. Therefore, researchers have used 
some modifications in absorber design, such as shape-memory 
alloys, magnetic suspensions and piezoelectric devices [109-110]. 
These modifications are called semi-active or active vibration 
absorbers.  

According to Mohanty et al. [111], the effectiveness of active 
traditional and non-traditional vibration dampers in suppressing 
the vibrations of the main undamped system using PZT has been 
studied. Their work requires lower tension because the spring 
exerts a stronger blocking force on the PZT stack actuator, and 
thus lower tension is required. 

Zhang and Zhao [112] studied the nonlinear vibrations of a 
rectangular cantilever composite plate excited in the plane and 

transverse directions. They found that the chaotic responses were 
sensitive to the change in forced excitation and damping coeffi-
cient. 

L.S. Yousuf [113] studied the nonlinear dynamic behaviour 
(non-periodic motion and chaos) of a laminated composite plate 
due to temperature changes and combined loading using the 
concept of the largest Lyapunov exponent with the Wolf algorithm 
and fast Fourier transform (FFT). While their work provides a 
basis to proceed upon, the question arises as to what the result 
would be if the algorithm were to differ According to Dauson et al. 
[114], they used time reversal (TR) to focus acoustic energy and 
make acoustic measurements correlated with successive local-
ised damage cycles in a laboratory-scale wellbore. They per-
formed a damage detection study in wellbores by applying time 
reversal and nonlinear elastic wave spectroscopy, and the well-
bore used in their study was a laboratory-scale wellbore. Based 
on their work, we might infer that this might be another way to 
locate damage in carbon fibre reinforced plastic (CFRP). J. Wang 
et al. [115] investigate a nonlinear Lamb wave TR technique for 
fatigue crack detection and quantification. Using the same tech-
nique, which is physical–virtual, TR can be extended to a network 
of active sensors for fatigue crack localisation and imaging. 

According to Zhen et al. [116], a purely output-based ap-
proach using the Volterra series model to detect nonlinear struc-
tural damage is proposed, quantifying the nonlinear behaviour of 
structures without prior knowledge of the external excitations. 
Sometimes the structure responds either linearly or nonlinearly. 
When it responds linearly, the techniques may not be effective, 
and thus it is necessary to analyse the structural response. Many 
factors, such as geometric nonlinearity, nonlinear boundary condi-
tions, connections of prefabricated structures and material nonlin-
earity, can cause the structural system to exhibit nonlinear behav-
iour; this needs to be fully considered. 

In theory, V. Samaitis et al. [117] have analytically studied the 
mode conversion of Lamb wave directed from each other at the tip 
of delamination in a composite plate. According to Wang et al. 
[118], they have investigated reflection and transmission of wave 
mode in metal and composite beams containing delamination and 
inhomogeneity. The spectral element method (SEM) is used to 
simulate Lamb wave interaction with open and closed cracks. 
Additionally, cracked spectral element models are individually 
established for open and closed cracks. Nag et al. [119] used the 
SEM to model wave scattering at the location of embedded open 
delamination in composite beams. 

5. FUTURE RESEARCH 

The current challenges and future suggestions for the applica-
tion of nonlinear vibration-based method in the detection of closed 
cracks and other defects in a beam and plate are discussed in this 
section. 

In the beginning, a linear approach was used since the majori-
ty of researchers believed that cracks kept opening during vibra-
tion. Gudmunson [120] was the first to notice this phenomenon 
after conducting experiments to determine a correlation between 
the position and size of a crack and the variation in natural fre-
quencies. N. Pugno et al. [51, 121] used the vibrational response 
to the harmonic force of a cantilever beam with cracks of different 
sizes and locations, and their analysis employs the harmonic 
balance approach. The method involves a significant reduction in 
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comparison with direct numerical integration. 
In order to determine the relative amplitude of the dominant 

harmonics of a rod-like structure with a closing crack at subhar-
monic and superharmonic resonances, Matveev et al. [122] pre-
sented an approximate analytical method. They demonstrated that 
the acceleration amplitude of the second harmonic is more sensi-
tive than that of the fundamental harmonic. To accurately describe 
the stiffness change of the cracked beam, Long H. et al. [53] 
employed a new stiffness model that takes the influence of partial 
crack closure into consideration.  

Based on the conclusions drawn by various researchers, it 
may be inferred that modelling of cracks is very important in the 
detection of the closed crack and in fully understanding its behav-
iour. The model does not fully consider the behaviour of the 
closed crack in beam. 

Bispectrum analysis was used by Cui et al. [41] to examine 
the nonlinear dynamic properties of cracked beams in order to 
identify ‘breathing’ cracks. Their approach causes the first har-
monics, which appear to be hidden, to dominate higher harmon-
ics. M. Cao et al. [69] formulated a new phenomenon of energy 
modulation effect to enhance hidden higher harmonics, and their 
approach has shown considerable effectiveness in closed crack 
detection. However, their techniques caused fake peaks that can 
be mistaken for the crack-caused peaks. Consequently, subse-
quent researchers focused on excitation and measurement points, 
since these need to be properly selected to acquire large ampli-
tudes of vibration responses. 

In attempts directed at closed crack detection in both the 
beam and plate components of a structure, a high priority should 
be given to nonlinear behaviour in the absence of awareness of 
external excitations. The structure can sometimes respond linearly 
or nonlinearly. Analysis of the structural reaction is required be-
cause the procedures may not be effective if it responds linearly. 
The structural system may exhibit nonlinear behaviour due to a 
variety of causes, including geometric nonlinearity, nonlinear 
boundary conditions, connections between construction tech-
nique, and material nonlinearity; this needs to be fully considered.  
 

6. CONCLUSION  

The need for a safe structure has led to the development of 
diverse damage detection methods. These various damage detec-
tion methods have their own advantages and limitations, especial-
ly in the early stages and for small cracks. Damage diagnosis 
based on the use of nonlinear vibration effects is the first prefer-
ence for use in a variety of structures. Most damage detection 
methods have been applied to beam structures, and there are few 
that are practical in laminated plate-like structures. The general 
advantages of nonlinearity damage detection methods include the 
high sensitivity in detecting cracks, particularly closed cracks. 
Under the nonlinearity effects, the closed crack in the structure is 
detected based on the crack size, and its location is investigated 
by changes in modal parameters such as natural frequency and 
damping factor. However, this approach suffers from two major 
limitations. First, the changes in natural frequencies have been 
shown to be significant only when the crack size is large, and 
second, the measured shift in natural frequency cannot be unam-
biguously attributed to the crack alone, as it may also be influ-
enced by other factors such as wear, relaxation, etc. Modelling a 
crack is important to identify the closed cracks in a beam-like 

structure. It helps to fully understand the vibration characteristics 
generated by the closed crack. However, modelling is time con-
suming due to its complexity.  

The subharmonic and superharmonic resonance methods 
have different nonlinear properties. On the other hand, the nonlin-
ear vibration of a beam with a closed crack is poorly understood, 
the intrinsic relationship between the subharmonic and superhar-
monic resonance responses and the beam parameters is far from 
thoroughly understood and cracked beams require further investi-
gation. Wave propagation methods are very sensitive in determin-
ing the size and location of cracks in both beams and plate-like 
structures. However, the various wave propagation methods have 
their own drawbacks, as there are various factors that affect the 
structure; and in assessing the effects of nonlinearity, noise and 
environmental conditions should be considered, even if such a 
consideration were to also take into account the possibility that 
different types of nonlinearity—namely nonlinear damping, geo-
metric nonlinearity and nonlinearity of the material—would also 
affect the response of the methods. In the case of delamination, 
there are various methods to analyse the nonlinearity effects of 
the structure, and each method has its own advantages and 
disadvantages. Various researchers used nonlinear effects based 
on the subharmonic response of the structure. These methods are 
effective in detecting damage, but there were also some false 
indications, leading to an incorrect conclusion about defects. 

VAM is a time reduction technique, but it requires additional 
information. Nonlinear Lamb wave imaging, another method for 
damage detection, can be used up to a certain distance, but after 
that distance it is difficult to detect the exact damage. One way to 
increase the sensitivity and reliability of nonlinear vibration diag-
nostics would be to develop special mathematical methods that 
can account for multiple conditions simultaneously, and imple-
menting these methods would mean that even with the presence 
of closed cracks and delamination in the structure, the damage 
detection technique employed would prove effective.  
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Abstract: The aim of this paper was to create a computational model that will enable the evaluation of the operation of a conventional  
inertia accumulator. This is an issue that is relevant as storage of energy is becoming increasingly important, in particular when it comes  
to generating electricity from renewable sources. In the course of the conducted works, an analytical model was developed based  
on the available literature, and then, it was introduced into the environment for numerical calculations. Four variants resulting from different 
geometrical parameters of the flywheel were adopted successively. On this basis, a series of simulations were performed, which allowed 
for obtaining the characteristics of the analysed solutions. As a consequence, a number of characteristics related to the mechanical power 
and energy of the simulated kinetic energy accumulators were obtained. The test results therefore provide a basis for comparing kinetic 
energy accumulators with different geometries and drive solutions.  

Key words: mechanical energy accumulator, flywheel, inertial accumulator, numerical simulations, non-conventional technical solutions

1. INTRODUCTION 

The generation of energy, in particular electric energy, using 
renewable sources is growing rapidly. This increase is expected to 
continue as it is associated with an overall increase in energy 
demand but also with progressive trends in reducing environmen-
tal impact [1]. Moreover, a significant decrease in the costs of 
generating energy from renewable sources has been observed in 
recent years [2], which additionally increases the demand.  

Some of the methods of producing energy from renewable 
sources are characterised by a discontinuous nature of work. 
Examples include solar panels and wind farms that need sunlight 
and wind, respectively, in order to operate, which are not always 
adequately abundant. Moreover, the demand for electricity is also 
not constant and is characterised by periods of increased demand 
in cycles that may result from the time of the day or the season of 
the year. Since the production of energy from renewable sources 
is increasing, the inevitable interruptions in their operation of some 
of them make it necessary to have the capacity to store large 
amounts of energy in order to be able to meet the possible de-
mand at any time [3]. Therefore, the legitimacy of developing 
energy storage systems can be indicated. An energy storage 
system allows electricity to be produced when needed and stored 
when energy generation exceeds demand. Energy storage is 
especially advantageous during low demand, low production cost 
period or interruptions in the continuity of available sources. 
Thanks to this, the stored energy reserve can be used in the event 
of high demand, increase in generation costs or the lack of availa-
bility of an alternative generation [4–6]. 

Among the energy storage systems, one can point out kinetic 
energy accumulators, which are an extension of the flywheel 
concept. The major advantage of inertial accumulators is the high 

power density [7]. It results from the very low achievable mass of 
the accumulator being maintained in compact construction. Fur-
thermore, it is characterised by good overload resistance and low 
effect of temperature on correct operation. Its other advantages 
include low maintenance requirements and the possibility to de-
termine the exact amount of stored energy by measuring rotation 
speed. In addition, they are resistant to cyclical degradation but 
also to deep discharges, which is typical for classic electrochemi-
cal batteries. Additionally, the efficiency of their cycle can reach 
values up to 95% [8, 9]. High charging and discharging rates, 
projected service life exceeding 20 years as well as specific ener-
gies that may exceed the value of 100 Wh/kg [10, 11] should also 
be considered favourable. Moreover, when the stored energy is 
converted into electricity, the fast response time of the inertial 
accumulators means that they are capable of balancing the grid 
frequency. It should be expected that as a result of the increase in 
the share of energy generated with the use of irregular energy 
sources, this feature will play an increasingly important role [15]. 

Its main disadvantage includes the very limited time of energy 
storage because the motion resistance of the inertial accumulator 
cannot be completely eliminated. Therefore, inertial accumulators 
are characterised by relatively average ratio of stored energy per 
unit of mass [13]. This is one of the main reasons for the limited 
application for kinetic energy accumulators. Another limitation is 
the type of stored energy. Electrical energy is much more versa-
tile, and a large number of devices can be powered directly by it 
by utilising relatively simple systems with a very low number of 
mechanical components. 

Despite their flaws, inertial accumulators can be employed in 
devices which do not operate in a continuous cycle, for example, 
which are engaged for a limited time or operate under variable 
load. The potential for their application involves fast transmission 
of large amounts of energy which is achievable due to high power 
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density of the inertial accumulators. Some of the current applica-
tions of kinetic energy accumulators include the following exam-
ples: stabilising satellites on an orbit [14], short-term energy stor-
age from photovoltaic panels [15], recovery of brake energy in 
automobiles [16–18], trolleybus drives [19], etc. 

The aim of the research was to create a computational model, 
thanks to which it will be possible to evaluate the work of a con-
ventional inertial accumulator. To achieve this, an analytical model 
was developed based on the available literature and then intro-
duced into the numerical computing environment. This allowed for 
a series of simulations and, as a result, the evaluation of the 
parameters of the modelled solution. 

Within the scope of this work, a rotor fulfilling the requirements 
of a conventional inertial accumulator was analysed. It is a solid of 
revolution with a plane of symmetry perpendicular to the axis of 
rotation and height much lower than its radius. The material for 
the rotor is assumed construction steel grade 18G2A (S355J2); it 
is further assumed that the material characteristics are homoge-
nous and isotropic. With the use of analytical calculations follow-
ing a methodology provided in item [20], the rotor parameters 
were determined, based on allowable stress for the assumed 
material. These include the following: external radius 𝑟𝑧 = 0.15 m, 

internal radius 𝑟𝑤 = 0.018 m, height ℎ = 0.018 m, moment of 

inertia 𝐽𝐵 = 0.112 kg‧m2, inertial accumulator mass 𝑚𝐵 = 9.844 

kg and maximum kinetic energy 𝐸𝑚𝑎𝑥  = 61,411 J. 

2. MATHEMATICAL MODEL 

There are two sources of loss in kinetic energy accumulators. 
The first one results from friction in the bearing system. The other 
source is related to liquid viscosity (the gas filling the interior of the 
accumulator) in which the rotor is moving. To determine the ap-
proximate value of these losses, formulas used to determine the 
loss of power in discs and cylinders were employed [21]. The loss 

of energy occurring on the one side of the rotor disc 𝑁𝑇 can be 
described with the following equation: 

𝑁𝑇 = 1.96 ⋅ 10−5ρ𝑔𝐶𝑇𝜔3(𝑑𝑧
5 − 𝑑𝑤

5 ) [kW], (1) 

where 𝜌𝑔 is mass density of the gas (kg/m3), 𝐶𝑇 is moment of 

friction indicator and 𝑑𝑧 and 𝑑𝑤 are, respectively, the external 
and internal diameter of the inertial accumulator (m). It was as-
sumed that the inertial accumulator chamber will be filled with air 

with reduced pressure, maximum 𝑝 = 0.3 bar, which is the upper 
threshold of the so-called low vacuum. Air density is calculated 
from the following equation: 

ρ𝑔 =
𝑝𝑀𝑔

𝑅𝑇0

, (2) 

where 𝑀𝑔 is molar mass of the gas (kg/mol), 𝑇0 is gas tempera-

ture (K) and 𝑅 = 8.314 (J/[kg⋅mol]) is universal gas constant. The 
molar mass for air is 𝑀𝑔 = 0.029 kg/mole. Assuming average gas 

temperature as 40°C = 313.15 K, one can calculate the air density 

as the following value: ρ𝑔 = 0.334 kg/m3. The next factor is the 

moment of friction coefficient 𝐶𝑇. It is calculated based on Reyn-

olds number for the disc 𝑅𝑒𝑇, the gap between the rotor and its 

enclosure 𝑠 as well as the relative roughness of the rotor surface 
𝑘. Assuming the gap size is 𝑠 = 0.006 m and the fact that the 

manufactured disc roughness is 𝑅𝑧 = 6.3 (𝑅𝑎 = 1.25), 𝑘 = 

6.3⋅106 m. Reynolds number 𝑅𝑒𝑇 is calculated based on the 
external radius of the inertial accumulator 𝑟𝑧, angular velocity 𝜔 

and kinematic viscosity index 𝜈𝑘 , which is dependent on gas 

density ρ𝑔 and dynamic viscosity 𝜇 (Pa⋅s). Gas density is calcu-

lated as above, whereas for air in temperature at 40°C, dynamic 

viscosity is equal to 𝜇 = 1.91⋅105 Pa⋅s. The kinematic viscosity is 
derived with the following equation: 

𝜈𝑘 =
𝜇

ρ𝑔

, (3) 

and is equal to 𝜈𝑘  = 5.72 ⋅ 105 m2/s. Therefore, Reynolds num-
ber, calculated from the below equation: 

𝑅𝑒𝑇 =
𝑟𝑧

2𝜔

𝜈𝑘

, (4) 

is equal to 𝑅𝑒𝑇 = 411,923. Subject literature provides ranges of 

values for the 𝑅𝑒𝑇 with each one being assigned a respective 
equation to determine the moment of friction coefficient. The limit 
value between ranges is defined with the following equation: 

𝑅𝑒𝑔𝑟 = 1,100 (
𝑟𝑧

2𝑘
)

2
5

⋅ [3.8 𝑙𝑜𝑔 (
𝑟𝑧

2𝑘
) − 2.4 (

𝑠

𝑟𝑧

)

1
4

]. (5) 

After substituting the values and solving, the following is ob-

tained: 𝑅𝑒𝑔𝑟 = 676,828. Accordingly, the calculated Reynolds 

number is included in the third range (satisfying the inequality 105 

< 𝑅𝑒𝑇 < 𝑅𝑒𝑔𝑟). Therefore, the index of friction may be deter-

mined from the equation: 

𝐶𝑇 = 0.0102 (
𝑠

𝑟𝑧

)
1/10

⋅
1

𝑅𝑒𝑇

1
5

, (6) 

which allows to determine the value 𝐶𝑇 = 5.57⋅104. Considering 

the above, after solving Eq. (1), one arrives at 𝑁𝑇 ≈ 0.01 kW.  
Employing the limit values of the Reynolds number allows us 

to calculate the limit values of angular velocities for the third 
range, according to the following equation: 

𝜔𝑔𝑟 =
𝑅𝑒𝑇

𝑅𝑒𝑔𝑟

, (7) 

Consequently, one obtains the minimum and maximum value of 

angular velocity: 𝜔𝑚𝑖𝑛  = 636.85 rad/s and 𝜔𝑚𝑎𝑥  = 4,310.35 
rad/s, respectively. 

Power losses on the side surface of the rotor are also de-

pendent on the Reynolds number value 𝑅𝑒𝐶 , as in the equation: 

𝑅𝑒𝐶 =
𝑟𝑧𝜔𝑠

𝜈𝑘

, (8) 

and are equal to 𝑅𝑒𝐶  = 16,477. Analogous to the calculations 
involving the disc, the form of the loss equation is dependent on 

the range of the Reynolds number value 𝑅𝑒𝐶 . These are de-
scribed with Taylor-Wendt equations. Since the inequality 1.6⋅104 

< 𝑅𝑒𝐶  is true, therefore the power of the losses on the side sur-
face of the rotor shall be described with the equation: 

𝑁𝐶 = 2.3 ⋅ 10−5𝑑𝑧
4𝜔3ℎ𝜌𝑔√

𝜈𝑘

𝑟𝑧𝜔𝑠
, (9) 

and for the discussed case shall be equal to 𝑁𝐶  ≈ 0.01 kW. The 
total surface of the inertial accumulator is the sum of the upper 
and lower side surface as well as the side surface, which can be 
represented as follows: 

𝑁𝐵 = 2𝑁𝑇 + 𝑁𝐶 , (10) 

therefore, allowing to calculate 𝑁𝐵 = 0.03 kW = 30 W. 
Losses in bearings result from the friction between the rolling 

components and races. They are dependent on numerous factors, 
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including the lubrication method. The losses are determined ap-
proximately, based on the braking moment resulting from gravity. 
Its value is independent from rotational speed and can be calcu-
lated with the following equation: 

𝑀ℎ1 =
1

2
𝑚𝐵𝑔𝑓𝑑. (11) 

Assuming the rolling resistance for steel of 𝑓 = 0.016 and the 
diameter of the journal (depending on preliminary strength calcu-

lations) of 𝑑 = 0.035 m, one arrives on: 𝑀h1 = 0.026 Nm. As per 
the subject literature [21], it is assumed to be the main source of 
braking moment in bearings and is therefore sufficient for the 
purpose of energy analysis.  

Due to the high variance of the angular velocity during accu-
mulator operation, it is efficient to express the total braking mo-
ment as: 

𝑀ℎ = 𝑐1𝜔2 + 𝑐2, (12) 

where 𝑐1 is a constant obtained after factoring out from the maxi-

mum aerodynamic loss Eq. (10) (the value 𝜔3) and 𝑐2 = 𝑀h1  is 
constant moment of resistance in the bearings, according to Eq. 

(11). The values are 𝑐1 = 2.64⋅108 kg⋅m2 and 𝑐2 = 0.026 Nm. 

3. NUMERICAL CALCULATIONS 

3.1. Numerical model  

Numerical value determination is based on the power balance 
in the system expressed as follows: 

𝑁𝑙𝑎𝑑(𝑡) = 𝑁𝑚𝑎𝑔(𝑡) + 𝑁𝑠𝑡𝑟(𝑡), (13) 

where 𝑁𝑠𝑡𝑟(𝑡) is the power of losses, which is the product of the 

moment 𝑀ℎ and the angular velocity of the rotor at a given mo-

ment 𝜔(𝑡), 𝑁𝑚𝑎𝑔(𝑡) is power stored in the accumulator and 

𝑁l𝑎𝑑(𝑡) is the power supplied to the inertial accumulator shaft. By 
substituting the equations established previously, the equation 
can be expressed as follows: 

𝑁𝑙𝑎𝑑(𝑡) = [𝐽𝐵�̇�(𝑡) + 𝑐1𝜔2(𝑡) + 𝑐2] ∙ 𝜔(𝑡). (14) 

For the purpose of numerical calculations, a source of charg-
ing energy was assumed as a hypothetical electrical permanent 
magnet synchronous motor (PMSM). The characteristics of this 
motor are shown in Fig. 1.  

This serves as a basis for deriving the three methods of 
charging the accumulator. Since the developed model is based on 
the flow of power, it is possible to charge the accumulator in the 
full variance range of speed and torque. However, this requires to 
utilise the correct type of variable ratio transmission. The present 
study does not account for losses of power occurring in such a 
transmission as the performed analysis focuses on the kinetic 
energy accumulator. The inertial accumulator charging time was 
selected to allow it to reach the maximum speed, i.e., where the 

maximum kinetic energy value is close to 𝐸𝑚𝑎𝑥  = 61,411 J. For 
the motor, the following nominal parameter values were assumed: 
rotational speed 𝑛0 = 8,000 rpm, torque 𝑀0 ≈ 1.2 Nm and power 

𝑁0 ≈ 1 kW. 

 

Fig. 1. PMSM drive characteristics. Below the nominal speed 𝑛𝑛,  

           the drive operates with a constant torque of 𝑇 (range I); after,  

           it is exceeded, it operates at a constant power of 𝑃 (range II),  

           developed based on [20] 

Based on the variance of rotational speed 𝑛(𝑡) and torque 

𝑀(𝑡), the model calculates power supplied to the energy accu-
mulator with the following equation: 

𝑁𝑙𝑎𝑑(𝑡) =
𝑀(𝑡)𝑛(𝑡)

9.55
. (15) 

 

Fig. 2. Numerical calculations model diagram; a – charge degree, b – loss power, c – rotational speed, d – energy variance, e – efficiency, f – stored energy,  
           g – charging energy (supplied by drive) 
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After integrating the calculated power, we arrive at the energy 

supplied to the accumulator 𝐸𝑙𝑎𝑑(𝑡). However, the energy stored 

in the accumulator 𝐸𝑚𝑎𝑔(𝑡) is expressed with the following equa-

tion: 

𝐸𝑚𝑎𝑔(𝑡) = 𝐸𝑙𝑎𝑑(𝑡) − 𝐸𝑠𝑡𝑟(𝑡), (16) 

where is 𝐸𝑠𝑡𝑟(𝑡) is energy loss. Eq. (16) describes the value of 

𝐸𝑚𝑎𝑔(𝑡), which is also calculable from the kinetic energy equa-

tion. The equation can be transformed as follows: 

𝜔(𝑡) = √
2𝐸𝑚𝑎𝑔(𝑡)

𝐽𝐵

. (17) 

Eq. (17) is employed to calculate the loss power 𝑁𝑠𝑡𝑟(𝑡); after 

integration, it allows us to calculate the loss energy 𝐸𝑠𝑡𝑟(𝑡). 

Additionally, accumulator efficiency ratio 𝜂(𝑡) was determined by 

referencing to energy stored in a given moment 𝐸𝑚𝑎𝑔(𝑡) and the 

maximum value of supplied energy 𝐸𝑙𝑎𝑑 𝑚𝑎𝑥 . This can be ex-
pressed in the form of the following equation: 

𝜂(𝑡) =
𝐸𝑚𝑎𝑔(𝑡)

𝐸𝑙𝑎𝑑 𝑚𝑎𝑥

· 100%. (18) 

The charge of the accumulator can be expressed as an equation 
comprising the previously established values: 

𝑘(𝑡) =
𝜔2(𝑡) − 𝜔𝑚𝑖𝑛

2

𝜔𝑚𝑎𝑥
2 − 𝜔𝑚𝑖𝑛

2  (19) 

MATLab Simulink software package was used to develop the 
previously defined model. It allows us to carry out simulations and 
make calculations in real time. The model view as developed in 
the software environment is provided in Fig. 2. 

 
3.2. Numerical model  

There are three states of accumulator operation: charge, dis-
charge and self-discharge. When loading, the inertial accumulator 
accelerates to high speed due to the torque and velocity applied 
to the shaft. Analogously, during discharge, an external load is 
applied to the inertial accumulator shaft. During self-discharge, 
which usually is the longest of the states, the rotor shaft is decou-
pled and rotates freely. The speed of revolution at this point 
is close to nominal; the only load is affected by motion resistances 
and causes a slow reduction of speed [21]. Consequently, a simu-
lation of operation of the modelled device was carried out for each 
described state of operation, resulting in three cases: C1, C2 
and C3. 

Tab. 1. Adopted properties and marking of individual rotors 

Rotor marking B1 B2 B3 B4 

External radius 𝑟𝑧 (m) 0.15 0.15 0.13 0.13 

Internal radius 𝑟𝑤 (m) 0.018 0.018 0.018 0.018 

Height ℎ (m) 0.018 0.015 0.018 0.02 

Moment of inertia 𝐽𝐵 (kg‧m2) 0.112 0.094 0.063 0.07 

Mass 𝑚𝐵 (kg) 9.844 8.203 7.358 8.176 

Maximum kinetic energy 

𝐸𝑚𝑎𝑥 (J) 

61,411 51,332 34,746 38,607 

Constant 𝑐1 (kg‧m2) 2.78 

·108 

2.5 
·108 

1.081 
·107 

1.191 
·107 

Constant 𝑐2 (Nm) 0.027 0.02 0.016 0.018 

Minimum value of angular 
velocity 𝜔𝑚𝑖𝑛 (rad/s) 

636.82  636.82 516.38 516.38 

In order to conduct the simulations, four variants of the ana-
lysed rotors were adopted. Apart from the rotor described in the 
previous chapters (marked as B1), calculations were also made 
for three other variants differing in radius r or height h. As they 
have different moments of inertia, the maximum kinetic energy for 
each of them varying charging times has been adopted. The 
dimensions and properties of selected variants are presented in 
Tab. 1. 

As it can be seen from the presented description, 12 simula-
tion variants were finally obtained, resulting from the combination 
of three charging methods (C1, C2 and C3) with four different 
rotors (B1, B2, B3 and B4). 

4. RESULTS AND DISCUSSION 

The first simulated scenario (Fig. 3) involves motor decelera-

tion from the speed (𝑛 = 9,500 rpm). Since the motor operating 

range was at constant power, the initial torque was 𝑇 = 1 Nm. It 
achieved the nominal value at speed 𝑛 = 8,000 rpm and subse-
quently entered the stage of operation with constant torque until 
stopped. The entire operation took place over 108 s. The second 
scenario (Fig. 4) was performed with the motor operating under 

nominal conditions, i.e., with speed of 𝑛 = 8,000 rpm and torque 

value of 𝑇 = 1.2 Nm. This type of charging simulates a situation 
when the shaft (transmission) of the rotor is coupled with the 
motor without load. In this case, the acceleration took only 62 s. 
The third charging scenario (Fig. 5) involved an arrangement in 
which the accumulator is charged as the motor accelerates to 
achieve nominal operating conditions. This is by far the longest 
operation (120 s) 

 
Fig. 3. Charging characteristics for the first scenario C1; A – torque,  
            B – rotational speed 

 

Fig. 4. Charging characteristics for the first scenario C1; A – torque,  
            B – rotational speed 
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Fig. 5. Charging characteristics for the third scenario C3; A – torque,  
            B – rotational 

 
Fig. 6. Percentage variability graphs: A – charge level,  
           B – efficiency 

 
Fig. 7. Graph lines variability as a function of time: A – loss power,  
            B – rotational speed 

From the proposed group of variants, the rotors B1 and B2 
should be considered the best because despite their slightly larger 
dimensions, they are able to accumulate almost twice as much 
energy as compared with rotors with smaller radii. Moreover, after 
about 5 min (300 s), they still have an energy of 4,000 J and a 
charge level of about 0.5. Ultimately, however, due to the greater 
energy capacity, it should be pointed out that the most effective 
solution is the rotor B1. Fig. 6 shows the degree of charge and 
efficiency of the system. Fig. 7 presents the variance in rotational 
speed of the rotor and power loss as a function of time. 

 
Fig. 8. Variance of energy as a function of time; blue lines represent energy loss, orange lines represent accumulated energy and gray lines represent  
            charging energy; continuous and dashed lines represent different variants according to the legend 
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The graphs presented in Fig. 8 show the energy values in the 
system for different variants. It should be noted that the constants 
used in the model and the relationships on the basis of which they 
were determined rely on theoretical considerations and thus may 
not cover all the phenomena affecting the operation of the energy 
storing device or describe them only to a limited extent. The use 
of the charge level allows for a slightly more accurate reflection of 
the actual state of the accumulator capacity, due to the possible 
change in the value of the start power when operating at a speed 
lower than the minimum value of angular velocity. 
The analysis of the presented graphs shows that the energy loss 
of the rotors B3 and B4 progresses much faster. This is due not 
only to the much lower maximum stored energy (more than by a 
half) but also to the much larger losses due to the smaller rotor 
diameter, which largely influenced the aerodynamic drag. 

The different charging methods have little effect on the behav-
iour of the accumulator, except that charging with constant power 
is by far the shortest. The times for decreasing and increasing 
speeds are similar, and the difference is the result of the engine 
entering the state of work with constant power. However, it is 
worth bearing in mind that in the case of charging with a braking 
engine, the transition from the charging state to the self-
discharging state is the smoothest, which in the case of a longer 
period of use may be important in terms of the durability of coop-
erating elements such as bearings. 

5. SUMMARY 

The analysis of presented data allows us to observe the oper-
ation of the modelled system. Based on the established graph 
lines, it is possible to determine that different charging methods do 
not materially affect the operation of the accumulator; on the other 
hand, charging time with constant power is by far the shortest. 
Charging times for acceleration and deceleration are similar, the 
difference being the result of the motor entering the state of oper-
ating under constant power. One should keep in mind that in the 
case of supplying energy to the system with decelerating motor, 
the transition from the charging state to self-discharging state is 
the smoothest. With longer times of operation, this may affect the 
durability of the mechanical system components, such as, bear-
ings. 

To summarise, the mathematical model was developed and 
implemented within the framework of software environment for 
numerical calculations. This allowed us to identify a series of 
graph lines and characteristics for the analysed system. The 
results of carried out works enable the comparison of different 
kinetic energy accumulators with different geometries and differ-
ent methods of operation. Consequently, it is possible to develop 
the basis and a number of input data to be used in the design of 
this type of equipment.  
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Abstract: The process of mechanical cutting of magnetic materials has many advantages in the form of high efficiency with reduced  
process costs in relation to other cutting technologies; no thermal stresses in the material, which significantly deteriorate the magnetic 
properties; or the possibility of shaping materials taking into account long cutting lines. In industrial practice, it is very difficult to ensure  
appropriate conditions for the cutting process and its proper control. Currently, there are no data on the selection of technological  
parameters of the mechanical shear slitting process of grain-oriented silicon steel in terms of the obtained cutting surface quality  
and the obtained magnetic properties of the workpiece. The article presents the possibilities of forecasting the characteristic features  
of the cut edge and selected magnetic properties of grain-oriented silicon steel. For this purpose, proprietary numerical models using FEA 
(Finite Element Analysis) were used. Then, experimental studies were carried out, and the optimisation task was developed.  
The developed results enable the correct selection of technological parameters of the process, ensuring the appropriate quality of the cut 
edge of steel and minimal interference with the magnetic properties. 

Key words: magnetic materials, shear slitting, sheared edge, magnetic properties 

1. INTRODUCTION 

Mechanical cutting is a very popular technological process in 
shaping electrical steel. This is due to the high efficiency of the 
process and its lower costs compared with other cutting tech-
niques. Electrical steel, as soft magnetic materials in industrial 
practice, must be characterised by low magnetic losses and high 
magnetic induction because it is used in the construction of elec-
trical machines and devices such as magnetic circuits of electric 
motors, transformers and generator cores. Negative changes in 
the magnetic properties of these materials after production pro-
cesses often cause problems with obtaining appropriate technical 
and operational properties of these devices. The main influence 
on the deterioration of the magnetic properties of steel is the 
successive technological operations it is subjected to, as well as 
its transport and storage (impact, compression, bending). This 
causes stresses, deformations and microcracks in these materials 
[1–3]. 

In the mechanical cutting process, material separation is ac-
companied by large plastic deformations, which leads to the dete-
rioration of the integrity of the material. Therefore, in the area of 
the cut edge, zones of stress concentration and deformation, as 
well as changes in the orientation of the grains of the microstruc-
ture, are formed. In many cases, the process is accompanied by 
the phenomenon of burr formation on the cut edge, which is diffi-
cult to analyse and predict because it depends on many factors. 
Excessive burr formation causes breaking insulating layers among 
laminated cores. The negative influence of burrs on the shapes of 
the magnetic hysteresis loop of electrical steel and its characteris-

tic parameters was also demonstrated [4, 5]. 
Among the works in the processing of electrical steel by 

means of cutting operations, attention is paid mainly to the influ-
ence of cutting technology (e.g., mechanical, water and laser) on 
selected magnetic properties [6, 7]. Much less consideration 
concerns the appropriate configuration and optimisation of these 
technologies and the determination of their impact on both the 
stress and deformation states, the characteristic features of the 
cut edge of the material and its magnetic properties. Some works 
have focussed on searching for connections between the me-
chanical properties of the materials cut, the geometrical properties 
of the tools and the quality of the cut edge [8, 9]. 

Much less work concerns the analysis of cutting forces, cutting 
technological parameters on the stress and strain concentration in 
the shearing region, burr formation and change magnetic proper-
ties. The available works concern mainly punching and blanking 
processes, where the decisive factor for the quality of the product 
is the appropriate selection of the blanking clearance [10]. 

In the work [3], experimental tests were carried out on the 
process of cutting silicon electrical steel with thicknesses t = 0.2 
mm and t = 0.35 mm. It was found that a significant parameter 
influencing the degree of deformation in the cutting zone is the 
punching speed, which also affects punching forces. The defor-
mation values in the cutting zone were analysed using the digital 
image correlation (DIC) method. Impact was also found for the 
blanking speed on the hysteresis losses, where cutting at high 
speed can reduce this magnetic loss. In the study mentioned in 
Ref [11], the effect of three different cutting techniques such as 
punching, waterjet and laser cutting on the magnetic properties of 
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the grain-oriented electrical steel sheets was investigated. The 
comparative analysis shows the superiority of the punching and 
waterjet cutting techniques over laser cutting. For the punching 
process, a significant influence of the clearance between the 
punch and the die on the level of material distortion was demon-
strated. It was assumed that it is possible to control the clearance 
of the cut so as to obtain the least interference in the magnetic 
properties, but it is necessary to know the characteristics of the 
hysteresis loop in the areas of the cut edge. The authors of the 
study mentioned in Ref [12] showed that stresses in electrical 
steel actually increase the total losses and that compressive 
stress aggravates the total losses much more than tensile stress. 

In the study mentioned in Ref [13], the authors evaluated the 
influence of the grain size of the material on its iron losses after 
the blanking process. Samples for the single sheet test were 
blanked at different cutting clearances (15–70 µm) from sheets 
with identical chemical composition (3.2 wt.% Si) but varying 
average grain size (28–210 µm) and thickness (t = 0.25 mm and t 
= 0.5 mm). The measurements of blanking force and punch travel 
were carried out. In the study mentioned in Ref [14], the influence 
of the blanking process on the magnetic properties of non-
oriented electrical steel lamination was analysed. The influence of 
residual stress distribution on selected magnetic property deterio-
ration was investigated. A flat punch and concave punch were 
used as blanking tools. The magnetic property deterioration of 
non-oriented electrical steel lamination was mainly related to peak 
residual stress. With the help of appropriate tool geometries and 
clearance values, it was possible to reduce magnetic property 
deterioration. 

In the work mentioned in Ref [15], research was carried out on 
the determination of changes in the magnetic properties of thin 
non-oriented electrical sheets depending on their microstructure 
and clearance. In the study mentioned in Ref [16], the influence of 
the conditions of the punching process on stresses and the struc-
ture of the magnetic domain in the cutting zone of non-oriented 
silicon steel was investigated. The Suresh theoretical model was 
characterised, by means of which the stress values on the cut 
edge were calculated. In the article mentioned in Ref [3], plastic 
deformations were measured in the cutting zone using the DIC 
technique. The influence of the clearance on the width of the 
deformation zone was determined. 

The analysis of the state of knowledge shows that the deterio-
ration of the magnetic properties is caused, in addition to the 
formation of excessive burrs, as well as by the wide deformation-
affected zone. The authors of the works mentioned in Ref [17, 18] 
analysed the influence of the width of this zone on the selected 
magnetic properties of grain-oriented and non-grain-oriented 
silicon steel. Based on the results, it can be concluded that the 
deterioration of the magnetic properties of electrical sheets in the 
areas along the cut line may occur not only in the vicinity of the 
cut edge, but also in areas located more than 10 mm from the cut 
edge. For sheets with a high silicon content, deterioration may be 
up to 15 mm from the cut edge, while for low silicon content, it is 
about 10 mm [17]. In the works mentioned in Ref [3, 19], it was 
shown that the degradation of the magnetic properties of the 
material depends on the width of the cut elements. This confirms 
the importance of the influence of the width of the deformation 
zone on the product quality, which has a particularly negative 
effect on the magnetic properties in the case of cutting small 
details. Particularly large changes in magnetic properties occur 
when cutting narrow 20-mm-wide strips from metal sheets. 

The concentration of high-tensile stress values in the cutting 

zone causes the instability of the material cracking process, which 
causes the formation of slivers and burrs on the cut surface of 
workpieces. According to the authors of the works mentioned in 
Ref [8, 20, 21], the cutting speed may also have an impact on the 
stress distributions and their maximum values in the cutting zone. 

The analysis of the state of knowledge shows that the goal is 
to properly control the conditions of the cutting process so as to 
limit the width of the deformed zone and the concentration of 
maximum stresses in the cutting zone and to obtain a cutting edge 
free from defects in the form of edge waviness, burrs and slivers. 
This may result in minimal changes to the magnetic properties of 
sheets. This is difficult due to many factors affecting both the 
plastic flow and material separation process. Information on pro-
cess conditions and guidelines for their design is often general-
ised to all cases, which does not give good results in the form of 
appropriate dimensional accuracy of details and their magnetic 
properties. Each of the mechanical cutting processes has its own 
specific features and parameters that do not always occur in 
another process and may have a crucial impact on the course of 
physical phenomena in the cutting zone when shaping certain 
types of steel. There is a lack of information related to the influ-
ence of the cutting process parameters on the stress and defor-
mation states, their relationship with the quality of the cut surface 
and the magnetic properties of the material after the process. 

The aim of the work is to analyse the influence of the main 
technological parameters of the mechanical cutting process on the 
quality of the cut edge and the magnetic properties of grain-
oriented silicon steel with a 3% silicon content. Experimental 
research was carried out on the shear slitting machine, which is a 
popular industrial tool for separating electrical sheet strips. The 
advantage of this device is the possibility of extensive interference 
in the parameters of the cutting process; however, currently, the 
knowledge on the correct selection of processing parameters in 
terms of obtaining a high-quality product is limited. Physical, 
mathematical and simulation models of the shear slitting process 
were developed using a finite element method to predict the width 
of the deformed zone concentrated along the cut line after the 
process. The developed models take into account the spatial state 
of stresses and strains, the actual geometries of the sheet and 
tools, and the length of the cutting line and enable the analysis of 
crucial physical phenomena of the process at any time during the 
process. The experimental research included the analysis of the 
quality of the cut edge and selected magnetic properties of the 
material. As a result of numerical and experimental research, a 
multi-criteria optimisation task was formulated, assuming the 
criteria of maximum process efficiency while maintaining the 
highest quality of the cutting edge free form burrs and slivers and 
minimal changes in magnetic properties of workpiece. 

2. FE MODELLING OF SHEAR SLITTING PROCESS 

Cutting materials are subject to very complex levels of stress. 
Therefore, in order to analyse this process, it is necessary to use 
computer methods of mechanics and very advanced mathemati-
cal tools. Problems with many variables should be dealt with 
taking into account their nonlinearity [22, 23]. The cutting process 
should be viewed as a geometrically and physically nonlinear 
boundary-start problem with boundary conditions that are un-
known in the tool–workpiece contact area. In this work, the cutting 
process is modelled with variational and finite element methods 
according to the following steps: 
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1. Mathematical modelling of physical models from which contin-
uous and incremental mathematical models are obtained are 
as follows: tool–object contact models, constitutive equations, 
motion dynamics equations and uniqueness conditions. As a 
result of the application of the variation formula, one also ob-
tains a variational equation of the motion of the object. 

2. Construction of discrete physical models. 
3. Physical modelling of real objects. The effect of this phase is 

the development of a physical model of the cutting process, 
distinguishing between the adopted assumptions and simplifi-
cations. 

4. Construction of computer models, creation of proprietary 
applications enabling comprehensive time analysis of defor-
mation states occurring in objects during the analysis, deter-
mining the type of problem, its solution and its essential pa-
rameters and finally, preparing the data for calculations, calcu-
lating and editing the result – the program performs calcula-
tions based on these data and saves the result. The obtained 
results can be presented, analysed and archived. 

5. Approximation of continuous mathematical models using finite 
element methods or mathematical modelling of discrete physi-
cal models. The result is a discrete, incremental mathematical 
model of the physical model. 
The numerical model uses the updated Lagrange description, 

which was used to describe nonlinear phenomena on a typical 
incremental step in the cutting process [24, 25]. The task of the 
incremental analysis is to formulate the geometry of the material 
being cut, as well as the existing state of increase in displace-
ment, velocity, acceleration, deformation, stress, strain, velocity, 

etc. in subsequent discrete moments of  = 0, t, 2t,..., corre-
sponding to a specific slight increment of time. Within the incre-
mental description, there are many important issues related to the 
nonlinear analysis of the cutting process. They include the selec-
tion of an appropriate coordinate system, determination of meas-
urements of strains and stresses and their increments, as well as 
determination of the rules of their accumulation at each increment 
step. The strain increments and stresses are described by the 
increment of the nonlinear symmetric Green–Lagrange strain 
tensor and the increment of the second Pioli–Kirchhoff symmetric 
stress tensor. In order to formulate the incremental variational 
equation of object motion, in the case of cutting, a variational 
functional is introduced in which there is only one independent 
field – the field of incremental displacement. 

The constitutive material model reported by Johnson and 
Cook [26] was employed in this study to represent the cutting 
material behaviour. The model can be represented by Eq. (1): 

𝜎𝑌 = [𝐴 + 𝐵(𝜀 ̅𝑝)𝑛][1 + 𝐶𝑙𝑛𝜀 ∗̇][1 − (𝑇∗)𝑚], (1) 

where A, B and n are strain-hardening constants; C is the strain 
rate hardening constant; σY is the equivalent flow stress; ε̅p is the 

equivalent plastic strain; and m is the thermal softening constant 

that modifies the homologous temperature term, T∗. The homolo-

gous temperature is defined as T∗ =
T−Tr

Tm−Tr
, where T is the 

temperature of the material, Tr is a reference temperature (typi-

cally room temperature) and Tm is the melt temperature of the 

material. The term ε∗̇ , is the normalised strain rate of the material 

or ε∗̇ =
ε̇̅p

ε̇0
 , where ε̇0 = 1.0 s−1. ET 122-30 with thickness of t = 

0.3 mm grain oriented silicon steel was used in analysis (Tabs. 1 
and 2). 

The mechanical properties of the material were tested on a 

Zwick Roel Z400 testing machine (Fig. 1) at a temperature T = 
20˚C. Ten tensile tests along the length and 10 tests across the 
direction of rolling were made on standardised specimens. It was 
found that the material did not exhibit mechanical anisotropy, 
which was confirmed by photos of the metallographic structure. 
The material hardness was measured on a table Fervi hardness 
meter with the measurements repeated 10 times. The value of the 
arithmetic mean of the measurements is presented in Tabs. 1 and 
2. 

Tab. 1. Johnson–Cook constitutive model constants for ET 122-30 steel 
[27] 

𝑨 (𝑴𝑷𝒂) 𝑩 (𝑴𝑷𝒂) 𝑪  𝒏 𝒎 

104.3 445.6 0.041 0.46 0.54 

Tab. 2. Mechanical properties of ET 122-30 steel 

Density 
(kg/dm3) 

Yield 
point 
(MPa) 

Elongation 
(%) 

Hardness (HV5) 

7.65 300 ± 5 11 ± 1,5 160 ± 7 

 
 

 
Fig. 1. Zwick/Roell Z400 testing machine for determining material  

characteristics 

An important element in the analysis of the shear slitting pro-
cess is the correct construction of a geometric model with the 
same parameters as the real research object. Therefore, it is 
necessary to take into account the rotation of the knifes and the 
longitudinal movement of the sheet metal during the process. The 
developed numerical model in the LS-DYNA solver for the 3D 
state of stresses and strains takes into account the actual bounda-
ry conditions of the process (Fig. 2). The model takes into account 
the value of the rake angle (α), the value of the radius of the 
knives, the length of the cutting line and the method of supporting 
the material sheet. In industrial conditions, the first step is to 
determine the overlap (vertical clearance value cv) of the knives 
and then start the rotation of the knives and polyurethane roll with 
the set cutting speed vx and horizontal clearance hc. The tests 
were carried out for the following geometric parameters of the test 
stand: r1 = r2 = 15 mm, r3 = 20 mm, l = 80 mm, wi = 40 mm and 
the process control variables in the range of v2 = 3–24 m/min and 
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hc = 0.02–0.1 mm, and rake angle α = 5◦–40◦. A constant value of 
tool overlap cv = 0.1 mm was assumed. Simulation models were 
used to analyse the influence of technological parameters of the 
cutting process on the width of the deformed zone (Figs. 3–6). 

 

 

Fig. 2. FE model with boundary conditions 

3. FE MODELLING RESULTS 

The authors’ research so far has shown that the residual 
stresses after blanking in workpiece extend further into the mate-
rial than the area reinforced with deformation. According to many 
studies, the plastic deformation zone after mechanical cutting in 
the sheared edge is at least Dmz = 0.1 mm and increases rapidly 
with increasing wear of the cutting tools [28–30]. Currently, the 
literature has not specified the extent to which this zone extends 
inside the material depending on other criteria, for example, the 
geometry of the cutting tool. It is known, however, that defor-
mations along the cut line may result in the formation of an elastic 
stress zone in the depths adjacent to the plastically deformed area 
[31–33]. As a result, both zones strongly influence the magnetic 
properties. The proposed approach makes it possible to precisely 
determine both the size of the deformation in the cutting zone and 
the width of this zone, depending on the adopted machining pa-
rameters. During the cutting process, in order to analyse the phys-

ical phenomena in the cutting zone, a high-speed i-SPEED TR 
camera with a computer was used, which in the subsequent steps 
of the process recorded a set of consecutive images of the sample 
surface. The obtained measurement results were used to validate 
the numerical results by means of comparative analyses of the 
values of displacement and deformation of the material during and 
after the end of the process. The DIC technique was used to 
determine these features. Image-based displacement and defor-
mation measurements are non-invasive, which means that the 
magnetic properties are not negatively affected. The OLYMPUS 
LEXT OLS4000 confocal laser microscope was used to measure 
the burr height after cutting. 

a) b) 

 
Fig. 3. Analysis of deformation-affected zone and equivalent strain values 

in shearing region obtained numerically (a) and experimentally (b) 

The comparative analysis of the test results showed the max-
imum differences in the values of equivalent strain values, width of 

the deformation-affected zone and the burr height amount to about 
15%. 

 

Fig. 4. Influence of the process parameters on the width of the deformation-
affected zone for α = 5 

The obtained results show that the rake angle of the upper knife 
α, horizontal clearance hc and the cutting speed v2 have a key 
influence on the formation of the deformed zone. With an increase 
in the clearance value, the width of the deformed zone increases 
(Figs. 4–6). The maximum width of the deformed zone is approxi-
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mately Dmz = 180 µm for hc = 0.08 – 0.1 mm, when α = 5◦ and for 
hc = 0.06 – 0.08 mm, when α = 40◦, where v = 13.5 m/min. The 
clearance value is especially important when using α = 5◦–25◦. In 
this range of variability, an increase in the horizontal clearance 
above the value of hc = 0.06 mm is particularly unfavourable. With 
small clearances hc = 0.02 mm ÷ 0.03 mm, the change of the angle 
α does not significantly change the width of the deformed zone. The 
minimum width of this zone reaches approximately Dmz = 60 µm. 
This value has been obtained for hc = 0.02 mm, α = 5◦ and 40◦ and 
v = 3 m/min. When using an rake angle value α = 25◦, the zone 
value increased to about Dmz = 90 µm for the same cutting speed 
and horizontal clearance configuration. When using α = 40◦ de-
formation-affected zone, it is less sensitive to changes in the 
value of clearance and cutting speed than for other variants of α 
parameter, but such an rake angle value may cause an increased 
concentration of contact pressures on the edge of the upper knife 
and cause its accelerated abrasive wear. 

 

Fig. 5. Influence of the process parameters on the width of the deformation-
affected zone for α = 25◦ 

 

Fig. 6. Influence of the process parameters on the width of the deformation-
affected zone for α = 40◦ 

4. EXPERIMENTAL RESEARCH 

The experimental tests were carried out on a specially de-
signed test stand presented in Fig. 7. The Prinzing Maschinenbau 
KSE 10/10 circular shears were used for the tests. Specially 
purchased additional components allow, among others, high 
cutting speeds, precise settings of the horizontal and vertical 

clearances, as well as internal or external flaring on cut discs and 
rings. As a result of preliminary tests and simulation analysis, 
factors significantly influencing the cutting process and product 
quality were distinguished. The input factors include horizontal 
clearance hc in the range of variation hc = 0.02–0.1 mm and cut-
ting speed v in the range of variation v2 = 3–32 m/min. These are 
factors that are mainly controlled on production lines. The con-
stant factors were as follows: rake angle α = 30◦ and vertical 
clearance cv = 0.1 mm. 

 

 
Fig. 7. Experimental test stand: 1 – shear slitting machine, 2 – sheet,  

3 – i-SPEED TR camera, 4 – light source and 5 – PC 

Experimental studies were carried out using a five-level rotat-
able experimental matrix. The study of magnetic properties was 
carried out on a test stand consisting of the components shown in 
Fig. 8. A magnetising winding and a measuring winding were 
wound on each of the samples, each winding being wound uni-
formly in order to create a closed magnetic circuit and avoid mag-
netic flux dispersion in the material. The measurements of the 
magnetic characteristics were made for various values of the 
amplitude of the magnetic field intensity Hm. The frequency of the 
demagnetising waveform was 10 Hz. Measurements of magnetic 
characteristics were made for variable values of the amplitude of 
the magnetic field intensity Hm = 214.35 (A/m), Hm = 497.84 (A/m) and 

Hm = 568.79 (A/m). 

 
Fig. 8. Diagram of magnetic property measurement 

5. RESULTS OF ANALYSIS 

Figs. 9–11 show the influence of the analysed conditions 
of the shear slitting process and configuration of parameters on 
the burr height on the cut edge. According to the analysis of the 

1 

2 

5 

4 

3 
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state of knowledge and industrial practice, the burr height above 
30% of the sheet thickness generates waste [31, 32, 35–37]. 
However, due to the negative influence of the burr on the magnet-
ic properties in the cut surface areas, it is recommended to reduce 
this defect to a minimum. 

 

Fig. 9. Influence of the process parameters on burr height for α = 5◦ 

 

Fig. 10. Influence of the process parameters on burr height for α = 25◦ 

 

Fig. 11. Influence of process parameters on burr height for α = 40◦ 

The aforementioned results show a significant dependence of 
the burr height on the horizontal clearance. It is preferable to use 
minimum clearances of hc = 0.02–0.04 mm for an angle  
α = 5◦. In this case, the minimum burr heights can then be 
achieved. In the case when the rake angle is set α = 5◦, it is easier 

to estimate the height of the burr as a function of the horizontal 
clearance because there is a linear dependence where the in-
crease in the clearance causes the increase in the burr height. For 
the maximum clearance hc = 0.1 mm, the burr height is the high-
est, especially for low cutting speeds, v2 = 3–5 m/min. By increas-
ing the cutting speed for hc = 0.1 mm clearance value, the burr 
height can be reduced, but the process conditions will still be 
unfavourable. When using rake angles of α = 25◦ and α = 40◦, the 
influence of the cutting speed on the burr height decreases, and 
the horizontal clearance should be selected in the range of hc = 
0.04–0.06 mm. As the authors’ previous research has shown, in 
such a case, an increase in the rollover of the cut edge should be 
expected, but the burr height will be within the acceptable range 
[24, 27].  

 
Fig. 12. Geometric structure of the lower surface of the sheet in the area  

of the cut edge with a visible regular burr for hc = 0,08 mm, α = 5 and  
v2 = 8 m/min 

 
Fig. 13. Geometric structure of the lower surface of the sheet in the area  

of the cut edge with a visible irregular burr for hc = 0,08 mm, α = 5◦ 
and v2 =20 m/min 

In the case of using increased cutting clearances hc = 0.08 
mm, the influence of cutting speed on the tensile stress values in 
the cutting zone was observed, which is reflected in the irregulari-
ty of the burr on the cut surface. Similar phenomena occur in the 
process of cutting metal materials in guillotining [27, 31, 32]. For 
low cutting speeds v2 = 3–8 m/min, the burr is higher but more 
regular along cutting line when hc = 0.08 mm (Fig. 12). It can be 
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seen that the fracture process becomes less steady as the cutting 
speed increases and progresses in a non-uniform manner. The 
transition of the material fracture from the “shear mode” to the 
“shear and tear mode” is observed (Fig. 13). The burr formation is 
a result of the transition of the material fracture. As a result, the 
material may tear locally, the flow phase will be broken and burr-
free areas will be formed due to the “shear and tear mode”. 

Experimental analysis showed the formation of a characteris-
tic recess just behind the burr line in the case where hc = 0.08 mm 
and v2 = 8 m/min, which may indicate the area of local mi-
crocracks (Fig. 12). It is presumed that the microcracks located in 
the burr areas damage the magnetic domains and increase the 
hysteresis losses [28, 30]. 

Based on numerical research and experimental studies, using 
the theory of identification of multidimensional objects, regression 
functions for the following results factors were developed: 
1. The width of the deformation-affected zone: 

𝐷𝑚𝑧 = 99.28 + 889.58 ∙ ℎ𝑐 + 1.07 ∙ 𝑣2 + 0.61 ∙ 𝛼 +
−130.83 ∙ 𝑐𝑣 − 6.54 ∙ ℎ𝑐 ∙ 𝑣2 − 11.07 ∙ ℎ𝑐 ∙ 𝛼 + 375 ∙ ℎ𝑐 ∙
𝑐𝑣 − 0.02 ∙ 𝑣2 ∙ 𝛼 + 3.33 ∙ 𝑣2 ∙ 𝑐𝑣 + 2 ∙ 𝛼 ∙ 𝑐𝑣;  𝑅2 = 0.98 (1)             
2. Burr height: 
ℎ𝑏 = 82.32 − 195.38 ∙ ℎ𝑐 − 4.32 ∙ 𝑣2 + 8.87 ∙ 𝛼+ 

−2735.11 ∙ 𝑐𝑣 − 35.11 ∙ ℎ𝑐 ∙ 𝑣2 − 104.64 ∙ ℎ𝑐 ∙ 𝛼 + 16375 

∙ ℎ𝑐 ∙ 𝑐𝑣 + 0.11 ∙ 𝑣2 ∙ 𝛼 − 20.47 ∙ 𝑣2 ∙ 𝑐𝑣 − 36.85 ∙ 𝛼 ∙ 𝑐𝑣 

+16848.95 ∙ ℎ𝑐
2 + 0.19 ∙ 𝑣2

2 + 0.008 ∙ 𝛼2 + 13783.33 

∙ 𝑐𝑣
2;  𝑅2 = 0.98             (2)             

3. Hysteresis loop area: 

ℎ𝑓 = 𝑐 + 𝑏ℎℎ𝑐 + 𝑏𝑣𝑣2 + 𝑏ℎ𝑣ℎ𝑐𝑣2 − 𝑎ℎℎ𝑐
2 + 𝑎𝑣𝑣2

2        (3) 

𝑅2 = 0.98. 
The data from the experiments allowed determining the coeffi-

cients of Eq. (3) for three average amplitudes of the magnetic field 
intensity. They are summarised in Tab. 1. 

Tab. 1. List of coefficients of Eq. (3) for various field values 𝐻𝑚 

𝑯𝒎[
𝑨

𝒎
] 𝒄 𝒃𝒉 𝒃𝒗 𝒃𝒉𝒗 𝒂𝒉 𝒂𝒗 

214.32 6,502 281,02
0 

282.
6 

449.
9 

32,229,25
0 

9.56 

497.84 17,30
6 

394,35
0 

467.
2 

763.4 3,451,370 15.1
7 

568.79 22,72
3 

358,71
0 

295.
5 

558.
9 

3,122,970 6.4 

Fig. 14 shows three surfaces for three values of the magnetic 
field intensity. Graph reveals the characteristic maximum hystere-
sis area for all three surfaces. The value of this parameter is 
particularly sensitive to changes in vertical clearance. 

Fig. 15 shows the hysteresis loops of ET 122-30 steel with a 
thickness of t = 0.3 mm after the cutting process with variable 
values of the cutting clearance hc. The example results presented 
were performed for the value of the rake angle α = 7°, cutting 
speed v2 = 15 m/min, overlap of the knives cv = 0.1 mm and Hm = 
285 A/m. The hysteresis loop of the soft magnetic material is 
narrow due to the low values of the coercivity intensity Hk. In the 
case of hard magnetic materials (permanent magnets), the most 
important feature is the amount of stored magnetic energy, the 
aim is to obtain the maximum width of the hysteresis loop and 
large Hk values. The negative influence of the increased cutting 
clearance above hc = 0.06 mm on the characteristics of the hyste-
resis loop is noticed (Fig. 15). Changes in the shapes of the hyste-

resis loop can be observed in the areas of the upper bend of the 
characteristic and saturation. With cutting clearance hc = 0.02 mm, 
no significant changes were observed in the characteristics of the 
saturation area and the maximum saturation induction value Bmax. 
This is related to the area of concentration of the maximum plastic 
deformations occurring only in the vicinity of the cutting edge of 
the material. In the case of increased cutting clearances, the value 
of the saturation induction decreases. It is especially visible above 
the clearance value hc = 0.06 mm. The increase in the hc parame-
ter also causes an increase in the intensity of coercivity and induc-
tion of remanence Bs. This is probably related to the increased 
deformed zone and the concentration of maximum deformations 
on a larger area of the cut edge, as well as the occurrence of burr 
and rollover edges. The least unfavourable changes in the pa-
rameters of the hysteresis loop occur for the experiments per-
formed with the cutting clearance hc ≤ 0.04 mm. Then, there is the 
highest maximum induction and the smallest coercivity intensity. 

 

Fig. 14. Graph of the function hf = f(hc,v2) for chosen amplitudes of field 
intensity H (Hm = 214.35 [A/m], Hm = 497.84 [A/m]  
and Hm = 568.79 [A/m]) 

 
Fig. 15. Influence of selected values of clearance hc on the magnetic    

   B(H) characteristics of the ET 122-30 steel after shear slitting 

6. SHEAR SLITTING PROCESS OPTIMISATION 

The available literature includes models that allow controlling the 
technological quality of the mechanical cutting process, for exam-
ple, in terms of the obtained quality of the sheared edge of con-
struction steel [15, 31, 32]. However, there are no data and guide-
lines for the selection of parameters for the mechanical cutting of 
soft magnetic materials, where apart from the quality of the cut 
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edge, attention should be paid to the condition of the magnetic 
properties after the process. A defined problem occurs in the 
manufacture of electrical machinery such as electric motor cores 
and transformers. 

Based on developed mathematical models of the process 
(type II regression functions of Dmz, hb and hf), an optimisation 
task was developed. From the industrial production point of view, 
it is necessary to deliver products of planned, repeatable techno-
logical quality while maintaining high process efficiency. There-
fore, the characteristics responsible for ensuring structural quality 
(important, e.g., from the point of view of sheet metal assembly) 
and electromagnetic quality (important, e.g., from the point of view 
of the efficiency of manufactured machines and electrical devices) 
should be specified. In order to carry out multi-parameter optimi-
sation of the mechanical cutting process of grain-oriented silicon 
steel, the gradient method and the MATLAB Optimisation toolbox 
were used. In the considered case, the efficiency of the mechani-
cal cutting process was defined as W = v2, where v2 – cutting 
speed. 

The optimisation task has been defined as follows using 
a type II regression function, which can be an objective function or 
a constraint function: 

  
W=f(v2) → max 
hf < 3200 (mT·A/m) 
Dmz < 130 (µm) 
hb < 60 (µm) 
3 < v2 < 24 (m/min) 
0.02 < hc < 0.1 (mm) 

 

Fig. 16 shows a set of acceptable variants in the area of con-
trollable variables. From a technological point of view, the use of 
low cutting speeds significantly reduces the efficiency of the pro-
cess. Therefore, in the case under consideration, it is most advan-
tageous to use the following technological parameters of the 
process: v2op= 11.85 m/min and hc = 0.026 mm. The applied ap-
proach makes it possible to carry out analyses for other input 
data. This is important because optimisation analyses should be 
carried out each time when selecting technological parameters of 
the electrical sheet cutting process because the elements for the 
construction of electric transformer cores should be cut with dif-
ferent technological parameters depending on the transformer 
operating conditions. 

 
 

Fig. 16. Result of solving the optimisation task with a set of possible 
variants in the area of controllable variables 

7. CONCLUSIONS 

The mechanical cutting process of magnetically soft materials 
is complicated due to nonlinearities and distortions. The selection 

of technological parameters is difficult, which results in the gener-
ation of waste on production lines. In the case of industrial produc-
tion, the process parameters should be selected so as to obtain 
high production efficiency and high product quality. After the 
research, the following detailed conclusions can be drawn: 

 The obtained test results indicate that the lowest process 
stability is obtained at high cutting speeds of v2 = 20 m/min or 
above this value. This especially applies to the variants of 
clearances hc = 0.06–0.08 mm. The cut edge in this case is 
characterised by the presence of burrs and an excessive de-
formation-affected zone. 

 The shear slitting process changes the characteristics of the 
hysteresis loop in the areas of the upper curve and saturation 
bend. In the case of increased cutting clearances, the value of 
the saturation induction decreases. It is particularly noticeable 
with the value of the clearance hc = 0.08 mm. The increase in 
cutting clearance causes an increase in the intensity of coer-
civity and induction of remanence. 

 The increase in the width of the deformation-affected zone 
and the height of burrs was associated with greater changes 
in the characteristics of the magnetic hysteresis loop. There-
fore, it can be predicted that there are certain ranges of varia-
bility of the technological parameters of the process, which will 
enable obtaining minimal changes in magnetic properties de-
pending on the given thickness of the sheet and the type of 
material being cut. 

 The developed optimisation task makes it easier for the tech-
nologist to choose the best solution for the given cutting condi-
tions and optimisation criteria. This is of great importance in 
practical applications, where the key is to control the perfor-
mance of the product. For the analysed case, the optimal pa-
rameters for shear slitting were determined, which are v2op= 
11.85 m/min and hc = 0.026 mm. 
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