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Abstract: The work focuses on the dynamic stability problem of a simply supported three-layer beam subjected to a pulsating axial force. 
Two analytical models of this beam are developed: one model takes into account the non-linear hypothesis of cross-section deformation, 
and the other takes into account the standard "broken line" hypothesis. Displacements, strains and stresses for each model are formulated 
in detail. Based on the Hamilton principle, equations of motion are determined for each of these models. These systems of two differential 
equations for each model are approximately solved with the consideration of the axial pulsating force, and the fundamental natural  
frequencies, critical forces and the Mathieu equation are determined. Detailed studies are performed for an exemplary family of beams. 
The stable and unstable regions are calculated for the three pulsating load cases. The values of fundamental natural frequencies  
and critical forces of exemplary beams calculated from two models are compared.  
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1. INTRODUCTION 

Sandwich constructions initiated in the mid-twentieth century 
have been intensively improved and are being used in aerospace, 
automotive, railway and shipbuilding industries. There are many 
scientific and research works on stability and free vibrations of 
sandwich beams. Ray and Kar [1] presented the parametric 
instability of a three-layer symmetrical sandwich beam subjected 
to periodic axial loading. Nine different boundary conditions were 
considered. The influence of the shear parameter on static 
buckling loads was considered, and the influence of the shear 
parameter and the core thickness parameter on the areas of 
parametric instability was investigated. Yeh et al. [2] studied the 
problem of dynamic stability of a sandwich beam with an 
electrorheological liquid core subjected to an axial dynamic force. 
The influence of natural frequency, static buckling loads and loss 
factors on the dynamic stability of a sandwich beam was 
investigated. In addition, the areas of instability of the studied 
beam were calculated using the harmonic balance method and 
the finite element method. Yang et al. [3] used the finite element 
method to study the vibration and dynamic stability of a moving 
sandwich beam. It was assumed that the damping layer is linearly 
viscoelastic and almost incompressible. Taking into account the 
numerical results, it was shown that the forced damping layer 
stabilises the movable layered beam. Lin and Chen [4] used the 
finite element method to study the problems of dynamic stability of 
spinning pre-twisted sandwich beams with a limited damping 
layer, subjected to periodic axial loads. For a viscoelastic material, 
a complex representation of the modulus was used. The influence 
of the pre-twisted angles, spinning speed, core thickness, shear 
parameter, core loss factor and constraint layer stiffness on 
unstable regions was discussed. Many different plate theories 

were described by Carrera and Brischetto [5]. Bending and 
vibration of sandwich structures were assessed. The kinematics of 
the classical and other theories (higher order, zigzag, layered and 
mixed) were described. Reddy [6] reformulated the classical and 
shear theories of beam and plate deformations using non-local 
differential Eringen constitutive relations and non-linear von 
Karman strains. Theoretical studies described in the article can be 
used to determine the influence of geometric non-linearity and 
non-local constitutive relations on the bending response. Misiurek 
[7] studied the dynamic response of a finite, simply supported 
sandwich beam subjected to a force moving at a constant speed. 
The main goal of the work was to show that the aperiodic part of 
the solution can be presented in a closed form, instead of an 
infinite form (an infinite series). Based on the Tymoshenko beam 
theory, Chen et al. [8] studied the behaviour of non-linear natural 
vibrations of a porous sandwich beam deformable under the 
influence of shear. The beam consisted of two facing layers and a 
functionally graded porous core, which contains internal pores 
with different porosity distributions. The authors assumed that the 
elastic modulus and mass density change along the thickness 
direction in terms of porosity coefficients and mass density. 
Grygorowicz and Magnucka-Blandzi [9] described the static and 
dynamic stability of a simply supported sandwich beam with a 
metal foam core. Mathematical modelling of the problem was 
presented. The displacement field was formulated based on the 
broken line hypothesis and the assumed non-linear hypothesis. 
Using the Hamilton principle, the equations of motion were 
obtained. Critical loads, areas of instability, natural frequencies of 
the beam and static and dynamic equilibrium paths were 
calculated analytically and verified numerically. Kolakowski and 
Teter [10] reviewed papers on static and dynamic buckling and 
post-buckling behaviours of thin-walled structures. Based on the 
analytical-numerical method, the static buckling stresses, natural 
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frequencies, equation coefficients describing the post-buckling 
equilibrium path and the dynamic response of the plate structure 
subjected to a compressive load and/or bending moment were 
determined. In addition, all buckling modes and post-buckling 
behaviour of thin-walled columns made of different materials were 
described. Sayyad and Ghugal [11] developed a unified shear 
deformation theory for the analysis of shear-deformable compo-
site beams and plates. To account for the transverse shear de-
formation effect, the authors expanded the theory with different 
shape functions (parabolic (PSDT), trigonometric (TSDT), hyper-
bolic (HSDT) and exponential (ESDT)) in terms of thickness coor-
dinates. To verify the accuracy and effectiveness of the authors' 
theory, the obtained results were compared with the exact elastici-
ty solution and other higher order shear deformation theories. 
Sayyad and Ghugal [12] provided a critical literature review on 
bending, buckling and free vibration analysis of isotropic, laminat-
ed and shear-deformable beams based on equivalent theories 
(single-layer theories, layer-wise theories, zig-zag theories and 
exact elastic solution). In addition, the literature on finite element 
modelling of laminated and sandwich beams was reviewed based 
on classical and refined theories. Finally, for reference to re-
searchers of the subject, the displacement fields of various equiv-
alent single-layer and layer-wise theories were summarised. 
Based on the Grigolyuk-Chulkov hypothesis and the modified 
couple stress theory, Avrejcewicz et al. [13] developed a mathe-
matical model of three-layer beams. The authors took into account 
the movements of the layers at the micro- and the nano-scale. 
Based on the Hamilton principle, the equations of motion and the 
boundary/initial conditions for the displacement of the beams were 
obtained. Smyczyński and Magnucka-Blandzi [14] considered the 
stability analysis of a simply supported five-layer beam. The beam 
consisted of two facings, a core and two tie layers between the 
facings and the core. Based on the Hamilton principle and the 
formulated non-linear hypothesis of beam cross-section defor-
mation, a system of four stability equations was derived. Then, the 
system was approximately solved, and critical loads, free vibra-
tions and areas of instability were determined. Sayyad and Ghu-
gal [15] used the theory of trigonometric shear and normal strain 
to study the bending, buckling and vibration responses of shear-
deformable composite laminated beams and sandwich beams. 
The main goal of this theory was to take into account the effects of 
transverse shear and normal strain. According to this theory, the 
shear stresses on the top and bottom surfaces were equal to zero 
(zero shear stress conditions were met without applying a shear 
correction factor). Numerical results for deflections, stresses, 
natural frequencies and critical buckling loads for isotropic, lami-
nated and sandwich beams were presented. Magnucka-Blandzi 
and Magnucki [16] presented a mathematical model of a simply 
supported sandwich beam subjected to three-point bending. To 
describe the problem, the authors adopted the appropriate hy-
pothesis of flat cross-section deformation. An important feature of 
this analytical beam model was that it included the shear effect of 
the facings and was reduced to a classic sandwich beam de-
scribed by two differential equilibrium equations. Al-shujairi and 
Mollamahmutoglu [17] studied the dynamic stability of a function-
ally graded (FG) size-dependent layered microbeam subjected to 
parametric axial excitation. The authors considered various 
boundary conditions, including thermal effects. The material prop-
erties of the FG part of the multilayer microbeam varied depend-
ing on the thickness of the beam. The problem was solved numer-
ically. The original contribution to the article was to determine the 
parametric instability regions of the FG microbeam under different 

boundary conditions and with different effects. In a review, Birman 
and Kardomateas [18] described contemporary trends in theoreti-
cal developments, innovative designs and modern applications of 
layered structures. Examples of problems faced by engineers and 
designers of sandwich structures were considered, including 
typical failures, responses to various loads, environmental effects 
and fire. Example applications of sandwich structures were con-
centrated in the aerospace, civil and marine engineering, electron-
ics and biomedicine industries. Li et al. [19] discussed the non-
linear amplitude–frequency response and the unstable boundary 
and the dynamic responses of an axially moving viscoelastic layer 
beam at low- and high-frequency fundamental resonances and 
compared them. Sayyad and Ghugal [20] presented a literature 
review on the modelling and analysis of functionally graded sand-
wich beams using the theory of elasticity, analytical methods and 
numerical methods based on classical and refined theories of 
shear deformation, citing 250 references. In addition, suggestions 
for future research into the analysis of functionally graded sand-
wich beams were made. Sayyad and Ghugal [21] presented an 
analysis of the static behaviour of curved FG sandwich beams. 
For the bending analysis of vertically curved beams, the sinusoi-
dal beam theory was used, taking into account the influence of 
transverse normal stresses/strains. Sayyad and Avhad [22] pre-
sented closed form Navier-type solutions for static bending, elastic 
buckling and free vibration analysis of functionally graded (FG) 
symmetrical layered beams using the theory of deformation under 
hyperbolic shear. Eloy et al. [23] investigated numerically and 
experimentally sandwich panels with carbon–epoxy composite 
coatings and a magnetorheological elastomer honeycomb core. 
Based on the results, it was noticed that the honeycomb sandwich 
panel shifted the natural frequencies due to the increase of the 
induced magnetic field, especially for the shape of the first mode. 
Chen et al. [24] extended the model of a higher order shear-
deformable mixed beam element with a rational distribution of 
shear stresses to the vibration analysis of functionally graded 
beams. The authors discussed the load–frequency relationship of 
functionally graded sandwich beams. The results showed that in 
addition to the axial force, the bending moment exerted a signifi-
cant difference in the vibration frequency of the functionally grad-
ed beams. Tewelde and Krawczuk [25] presented a review of the 
literature on non-linear effects caused by the closure of cracks in 
the structure, i.e. beam and plate structures. After analysing vari-
ous methods, the advantages, disadvantages and perspectives of 
a number of non-linear vibration methods for detecting structural 
damage were discussed. In addition, recommendations were 
made for future researchers. 

 
Fig. 1. Scheme of the beam subjected to a pulsating axial force 

The subject of the study is a simply supported three-layer 

beam of length L, width b and total depth h subjected to a pulsat-
ing axial force F (Fig. 1). A novelty in this work is the individual 
hypothesis-theory of deformation of the plane cross section, which 
is assumed for beam modelling taking into account the shear 
effect in layers. The main purpose of the work is to analytically 
determine the fundamental natural frequencies, critical loads and 
unstable regions of this beam. This work is a continua-
tion/development of the study presented in the proceedings of the 
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8th International Conference on Coupled Instabilities in Metal 
Structures [26]. 

2. MATHEMATICAL MODEL OF THE BEAM 

A non-linear hypothesis of a planar cross-section deformation 
is assumed. This hypothesis takes into account the shear effect in 
each layer of this beam and is a generalisation of the standard 
"broken line" hypothesis. The deformation shape of the planar 
cross section is a curved line perpendicular to the outer surfaces 
of the beam (Fig. 2). Thus, this hypothesis satisfies the necessary 
condition of zeroing the shear stresses on these surfaces.  

 
Fig. 2. Scheme of the deformation of a planar cross section  

 of the three-layer beam – the non-linear hypothesis 

The total height of the beam equals 

ℎ = 2ℎ𝑓 + ℎ𝑐 , 

where hf, hc denote thicknesses of the outer layers and the mid-
dle layer (core), respectively. 

Moreover, the following notation is introduced: 

𝜂 = 𝑦 ℎ𝑐⁄  – dimensionless coordinate, 

𝑢̃1(𝑥, 𝑡) = 𝑢1(𝑥, 𝑡) ℎ𝑐⁄  – dimensionless displacement, 
𝜒𝑓 = ℎ𝑓 ℎ𝑐⁄   – parameter, 

𝑘𝑓 ∈ ⟨0,1⟩ – coefficient (real number), 

𝛽𝑐 ∈ ⟨0,1⟩  – coefficient (real number), 

𝐸𝑓 , 𝐸𝑐  – Young modulus of facings and core, 

𝜈𝑓 , 𝜈𝑐  – Poisson ratio of facings and core, 

𝜌𝑓 , 𝜌𝑐 – mass densities of facings and core. 

So, the total mass density of the beam is as follows: 

𝜌𝑏 = 𝜌𝑐 + 2𝜌𝑓𝜒𝑓 . 

Based on the assumed theory, longitudinal displacements are 
formulated separately for each layer, i.e. for 

upper layer: − (1 + 2𝜒𝑓) 2⁄ ≤ 𝜂 ≤ − 1 2⁄   

𝑢(𝑢)(𝑥. 𝑦, 𝑡) = −ℎ𝑐 [𝜂
𝜕𝑣

𝜕𝑥
+ 𝑓𝑑

(𝑢)(𝜂)𝑢̃1(𝑥, 𝑡)],  (1) 

 

where 

𝑓𝑑
(𝑢)(𝜂) = {− [3 − 4 (

𝜂

1+2𝜒𝑓
)

2

]
𝜂

1+2𝜒𝑓
}

𝑘𝑓

,  

middle layer (core): − 1 2⁄ ≤ η ≤ 1 2⁄   

𝑢(𝑐)(𝑥, 𝑦, 𝑡) = −ℎ𝑐 [𝜂
𝜕𝑣

𝜕𝑥
− 2𝑓𝑑

(𝑐)(𝜂)𝑢̃1(𝑥, 𝑡)],  (2) 

where 

𝑓𝑑
(𝑐)(𝜂) = 𝑐𝑓

3−4𝛽𝑐𝜂2

3−𝛽𝑐
𝜂,     𝑐𝑓 = [

1+6(1+𝜒𝑓)𝜒𝑓

(1+2𝜒𝑓)
3 ]

𝑘𝑓

,  

lower layer: 1 2⁄ ≤ 𝜂 ≤ (1 + 2𝜒𝑓) 2⁄   

𝑢(𝑙)(𝑥. 𝑦, 𝑡) = −ℎ𝑐 [𝜂
𝜕𝑣

𝜕𝑥
− 𝑓𝑑

(𝑙)(𝜂)𝑢̃1(𝑥, 𝑡)],  (3) 

where 

𝑓𝑑
(𝑙)(𝜂) = {[3 − 4 (

𝜂

1+2𝜒𝑓
)

2

]
𝜂

1+2𝜒𝑓
}

𝑘𝑓

.  

The non-linear deformation functions fd
(u)(η), fd

(c)(η) and 

fd
(l)(η) existing in these expressions are developed taking into 

account the conditions of continuity between layers and conditions 
of perpendicularity to the outer surfaces of the beam.  

A linear relationship between strains and displacements is as-
sumed, so the strains for each layer are as follows: 

𝜀𝑥 =
𝜕𝑢

𝜕𝑥
,       𝛾𝑥𝑦 =

𝜕𝑣

𝜕𝑥
+

𝜕𝑢

ℎ𝑐𝜕𝜂
.  

Then, taking into account the aforementioned expressions and 
expressions (1)–(3), the strains are determined. 

Hence, the stresses are determined by using the following 
formulas: 

upper layer: − (1 + 2𝜒𝑓) 2⁄ ≤ 𝜂 ≤ − 1 2⁄    

𝜎𝑥
(𝑢)

= 𝐸𝑓 ⋅ 𝜀𝑥
(𝑢)

,       𝜏𝑥𝑦
(𝑢)

=
𝐸𝑓

2(1+𝜈𝑓)
⋅ 𝛾𝑥𝑦

(𝑢)
,  

middle layer (core): − 1 2⁄ ≤ η ≤ 1 2⁄   

𝜎𝑥
(𝑐)

= 𝐸𝑐 ⋅ 𝜀𝑥
(𝑐)

,       𝜏𝑥𝑦
(𝑐)

=
𝐸𝑐

2(1+𝜈𝑐)
⋅ 𝛾𝑥𝑦

(𝑐)
,  

lower layer: 1 2⁄ ≤ η ≤ (1 + 2χf) 2⁄   

𝜎𝑥
(𝑙)

= 𝐸𝑓 ⋅ 𝜀𝑥
(𝑙)

,       𝜏𝑥𝑦
(𝑙)

=
𝐸𝑓

2(1+𝜈𝑓)
⋅ 𝛾𝑥𝑦

(𝑙)
.  

Then, the elastic strain energy 

𝑈𝜀 =
1

2
𝑏ℎ𝑐 ⋅  

⋅ ∫ {𝐸𝑓  ∫ {[𝜀𝑥
(𝑢)

]
2

+
1

2(1+𝜈𝑓)
[𝛾𝑥𝑦

(𝑢)
]

2
} 𝑑𝜂 

−
1

2

− 
1+2𝜒𝑓

2

+
𝐿

0
   

+𝐸𝑐  ∫ {[𝜀𝑥
(𝑐)

]
2

+
1

2(1+𝜈𝑐)
[𝛾𝑥𝑦

(𝑐)
]

2
} 𝑑𝜂

1

2

−
1

2

+  

+𝐸𝑓  ∫ {[𝜀𝑥
(𝑙)

]
2

+
1

2(1+𝜈𝑓)
[𝛾𝑥𝑦

(𝑙)
]

2
} 𝑑𝜂

1+2𝜒𝑓

2
1

2

} 𝑑𝑥,  

the kinetic energy 

𝑇 =
1

2
(2𝜌𝑓𝜒𝑓 + 𝜌𝑐)𝑏ℎ𝑐 ∫ (

𝜕𝑣

𝜕𝑡
)

2

𝑑𝑥
𝐿

0
,  
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the work of the load 

𝑊 =
1

2
𝐹 ∫ (

𝜕𝑣

𝜕𝑥
)

2

𝑑𝑥
𝐿

0
  

are derived. 
Based on the Hamilton principle, 

𝛿 ∫ [𝑇 − (𝑈𝜀 − 𝑊)] 𝑑𝑡
𝑡2

𝑡1
= 0,  (4) 

two differential equations of motion are obtained in the following 
form: 

{
𝜌𝑏𝑏ℎ𝑐

𝜕2𝑣

𝜕𝑡2 + 𝐸𝑐𝑏ℎ𝑐
3 (𝐶𝑣𝑣

𝜕4𝑣

𝜕𝑥4 − 𝐶𝑣𝑢
𝜕3𝑢1

𝜕𝑥3 ) +
𝜕2𝑣

𝜕𝑥2 𝐹(𝑡) = 0

𝐶𝑣𝑢
𝜕3𝑣

𝜕𝑥3 − 𝐶𝑢𝑢
𝜕2𝑢1

𝜕𝑥2 + 𝐶𝑢
𝑢1(𝑥,𝑡)

ℎ𝑐
2 = 0

  (5) 

where Cvv, Cvu, Cuu and Cu are– dimensionless coefficients. 
These coefficients are as follows: 

𝐶𝑣𝑣 =
1

12
[1 + 2𝑒𝑓(3 + 6𝜒𝑓 + 4𝜒𝑓

2)𝜒𝑓],  

𝐶𝑣𝑢 =
1

10
[𝑐𝑓

5−𝛽𝑐

3−𝛽𝑐
+ 20𝑒𝑓𝐼1],  

𝐶𝑢𝑢 = 2𝑒𝑓𝐼2 +
𝑐𝑓

2

35
(105 − 42𝛽𝑐 + 5𝛽𝑐

2),  

𝐶𝑢 =
𝑒𝑓

1+𝜈𝑓
𝐼3 +

6

5(1+𝜈𝑐)
𝑐𝑓

2 15−10𝛽𝑐+3𝛽𝑐
2

(3−𝛽𝑐)2 ,  

where 

𝑒𝑓 =
𝐸𝑓

𝐸𝐶
,     𝐼1 = ∫ 𝜂𝑓𝑑

(𝑙)(𝜂)𝑑𝜂
1

2
+𝜒𝑓

1

2

,   

 𝐼2 = ∫ [𝑓𝑑
(𝑙)(𝜂)]

2
𝑑𝜂

1

2
+𝜒𝑓

1

2

, 

𝐼3 = ∫ [
𝑑𝑓𝑑

(𝑙)

𝑑𝜂
]

2

𝑑𝜂
1

2
+𝜒𝑓

1

2

.  

3. NATURAL FREQUENCY AND UNSTABLE REGIONS 

The system of two differential equations (5) is approximately 
solved with the use of two assumed functions:  

𝑣(𝑥, 𝑡) = 𝑣𝑎(𝑡) 𝑠𝑖𝑛 (𝜋
𝑥

𝐿
) , 𝑢̃1(𝑥, 𝑡) = 𝑢̃1𝑎(𝑡) 𝑐𝑜𝑠 (𝜋

𝑥

𝐿
),  (6) 

where va(t) and ũ1a(t) are time-dependent functions.  
These functions identically satisfy the boundary conditions: 

𝑣(0, 𝑡) = 𝑣(𝐿, 𝑡) = 0,     
𝑑𝑢1

𝑑𝑥
|𝑥=0 =  

𝑑𝑢1

𝑑𝑥
|𝑥=𝐿 = 0. 

The loading force – the pulsating force – is in the following 
form: 

𝐹(𝑡) = 𝐹𝑚 + 𝐹𝑎 𝑐𝑜𝑠(𝜃𝑡),  (7) 

where Fm, Fa and θ are mean value, amplitude and frequency of 
the force, respectively. Substituting functions (6) and (7) into 
equation (5), and after a simply transformation, the Mathieu equa-
tion is obtained: 

𝑑2𝑣𝑎

𝑑𝑡2 + 𝛺2[1 − 2𝜇 𝑐𝑜𝑠(𝜃𝑡)]𝑣𝑎(𝑡) = 0,  (8) 

 

where 

𝑣𝑎(𝑡) = 𝑣̅𝑎 𝑠𝑖𝑛(𝜔𝑡), va– deflection amplitude,              

𝛺2 = 𝜔2(1 − 𝛼𝑚), 𝜇 =
1

2
⋅

𝛼𝑎

1 − 𝛼𝑚

, 

𝛼𝑚 =
𝐹𝑚

𝐹𝐶𝑅
, 𝛼𝑎 =

𝐹𝑎

𝐹𝐶𝑅
, 

𝜔2 = (
𝜋

𝜆
)

4 1012

(1+2𝜒𝑓)
2 (1 − 𝐶𝑠𝑣)𝐶𝑣𝑣

𝐸𝑐

𝜌𝑏ℎ2,  

𝐹𝐶𝑅 = (
𝜋

𝜆
)

2
(1 − 𝐶𝑠𝑣)

𝐶𝑣𝑣

(1+2𝜒𝑓)
3 𝐸𝑐𝑏ℎ,  

𝐶𝑠𝑣 = 𝑚𝑎𝑥𝛽𝑐, 𝑘𝑓
{

𝜋2

𝐶𝑣𝑣
⋅

𝐶𝑣𝑢
2

𝜋2𝐶𝑢𝑢+𝜆𝑐
2𝐶𝑢

}, 𝜆𝑐 =
𝐿

ℎ𝑐
.  

Using the aforementioned notations, unstable regions can be 
described by the following inequalities: 
the first unstable region 

2𝛺√1 − 𝜇 ≤ 𝜃 ≤ 2𝛺√1 + 𝜇,                                                 (9) 

the second unstable region 

𝛺√1 − 2𝜇2 ≤ 𝜃 ≤ 𝛺√1 +
1

3
𝜇2.                                           (10) 

Sample Calculations 
Detailed studies are carried out for an exemplary family  

of three-layer beams. Stable and unstable regions are calculated 
for the three load cases – pulsating forces. 

The geometric dimensions of the beams are as follows: 
ℎ = 20 mm – total depth, 

𝐿 = 600 mm – length, 

𝜆 = 𝐿/ℎ = 30 – relative length, 
and the following mechanical properties are considered: 

𝐸𝑓 = 65 000 MPa – Young modulus in facings, 

𝜈𝑓 = 0.33 – Poisson ratio in facings, 

𝐸𝑐 = 1 200 MPa – Young modulus in the core, 

𝜈𝑐 = 0.3 – Poisson ratio in the core, 

𝜌𝑓 = 2 600 kg/m3 – mass density in facings, 

𝜌𝑐 = 350 kg/m3 – mass density in the core. 
The fundamental natural frequency  

𝜔 = (
𝜋

𝜆
)

2 106

1+2𝜒𝑓
√(1 − 𝐶𝑠𝑣)𝐶𝑣𝑣

𝐸𝑐

𝜌𝑏ℎ2,                                    (11) 

and the dimensionless critical force  

𝐹̃𝐶𝑅 =
𝐹𝐶𝑅

𝐸𝑐𝑏ℎ
= (

𝜋

𝜆
)

2
(1 − 𝐶𝑠𝑣)

𝐶𝑣𝑣

(1+2𝜒𝑓)
3,                                 (12) 

are calculated and specified in Tab. 1. 

Tab. 1. Dimensionless coefficients 𝛽𝑐 , 𝑘𝑓 , shear coefficient 𝐶𝑠𝑣,  

            fundamental natural frequency 𝜔 and dimensionless  

            critical force 𝐹̃𝐶𝑅 

𝝌𝒇 
𝟏

𝟏𝟖
 

𝟐

𝟏𝟔
 

𝟑

𝟏𝟒
 

𝟒

𝟏𝟐
 

𝟓

𝟏𝟎
 

𝛽𝑐 0.1097 0.06230 0.04127 0.02798 0.01847 

𝑘𝑓 0.07041 0.04187 0.03263 0.02862 0.02698 

𝐶𝑠𝑣 0.03488 0.05871 0.07476 0.08358 0.08552 

𝜔 [
1

𝑠
] 881.8 976.3 987.5 969.9 941.2 

𝐹̃𝐶𝑅 0.01359 0.02318 0.03038 0.03575 0.03971 
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Three load cases are taken into account (LC-1, LC-2, LC-3) – 
according to the parameter values given in Tab. 2. 

Tab. 2. Dimensionless coefficients, natural frequency and dimensionless 
critical force (λ = 30) 

Load case LC-1 LC-2 LC-3 

𝛼𝑎 0.5 1.0 1.5 

𝛼𝑚 0.5 0.25 0.1 

𝜇 1/2 2/3 5/6 

Then, the following unstable regions are determined for the 
following: 

 first load case LC-1 (Fig. 3)  
 the first unstable region (9):  

𝜔 ≤ 𝜃 ≤ √3 ⋅ 𝜔,  

 the second unstable region (10):  

1

2
⋅ 𝜔 ≤ 𝜃 ≤

1

2
√

13

6
⋅ 𝜔, 

 
Fig. 3. Unstable regions for the first load case (LC-1) 

 second load case LC-2 (Fig. 4)  

 the first unstable region (9):  

𝜔 ≤ 𝜃 ≤ √5 ⋅ 𝜔, 

 the second unstable region (10):  

√3

6
⋅ 𝜔 ≤ 𝜃 ≤

√31

6
⋅ 𝜔,  

 
Fig. 4. Unstable regions for the second load case (LC-2) 

 third load case LC-3 (Fig. 5)  

 the first unstable region (9)  

√15

5
⋅ ω ≤ θ ≤

√165

5
⋅ ω,  

 the second unstable region does not exist (10). 

 
Fig. 5. Unstable regions for the third load case (LC-3) 

4. CLASSICAL MODEL OF THE BEAM 

The classical beam model is a particular case of the beam 
model presented in Section 2, i.e. it is a simplification of the math-
ematical model. Therefore, the deformation of the plane cross 
section of the sandwich beam, taking into account the “broken 
line” hypothesis-theory, is shown in Fig. 6. 

 
Fig. 6. Scheme of the deformation of a plane cross section  

 of the beam –  the standard “broken line” hypothesis-theory 

Thus, the displacements, strains and stresses in the succes-
sive layers of the beam are as follows: 

 upper layer: − (1 + 2𝜒𝑓) 2⁄ ≤ 𝜂 ≤ − 1 2⁄   

𝑢(𝑢)(𝑥, 𝑦, 𝑡) = −ℎ𝑐 [𝜂
𝜕𝑣

𝜕𝑥
+ 𝑢̃1(𝑥, 𝑡)]                                    (13) 

𝜀𝑥
(𝑢)(𝑥, 𝑦, 𝑡) = −ℎ𝑐 [𝜂

𝜕2𝑣

𝜕𝑥2 +
𝜕𝑢1

𝜕𝑥
],    𝛾𝑥𝑦

(𝑢)(𝑥, 𝑦, 𝑡) = 0       (14) 

𝜎𝑥
(𝑢)(𝑥, 𝑦, 𝑡) = −𝐸𝑓ℎ𝑐 [𝜂

𝜕2𝑣

𝜕𝑥2 +
𝜕𝑢1

𝜕𝑥
],    𝜏𝑥𝑦

(𝑢)(𝑥, 𝑦, 𝑡) = 0   (15) 

 core: − 1 2⁄ ≤ 𝜂 ≤ 1 2⁄   

𝑢(𝑐)(𝑥, 𝑦, 𝑡) = −ℎ𝑐𝜂 [
𝜕𝑣

𝜕𝑥
− 2𝑢̃1(𝑥, 𝑡)]                                  (16) 
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𝜀𝑥
(𝑐)(𝑥, 𝑦, 𝑡) = −ℎ𝑐𝜂 [

𝜕2𝑣

𝜕𝑥2 − 2
𝜕𝑢1

𝜕𝑥
], 𝛾𝑥𝑦

(𝑐)(𝑥, 𝑡) = 2𝑢̃1(𝑥, 𝑡)              

                                                                                                      (17) 

𝜎𝑥
(𝑐)(𝑥, 𝑦, 𝑡) = −𝐸𝑐ℎ𝑐𝜂 [

𝜕2𝑣

𝜕𝑥2 − 2
𝜕𝑢1

𝜕𝑥
],                                 (18) 

𝜏𝑥𝑦
(𝑐)(𝑥, 𝑡) =

𝐸𝑐

1+𝜈𝑐
𝑢̃1(𝑥, 𝑡)  

 lower layer: 1 2⁄ ≤ 𝜂 ≤ 1 2 + 𝜒𝑓⁄   

𝑢(𝑙)(𝑥, 𝑦, 𝑡) = −ℎ𝑐 [𝜂
𝜕𝑣

𝜕𝑥
− 𝑢̃1(𝑥, 𝑡)]                                    (19) 

𝜀𝑥
(𝑙)(𝑥, 𝑦, 𝑡) = −ℎ𝑐 [𝜂

𝜕2𝑣

𝜕𝑥2 −
𝜕𝑢1

𝜕𝑥
], 𝛾𝑥𝑦

(𝑙)(𝑥, 𝑦, 𝑡) = 0,           (20) 

𝜎𝑥
(𝑙)(𝑥, 𝑦, 𝑡) = −𝐸𝑓ℎ𝑐 [𝜂

𝜕2𝑣

𝜕𝑥2 −
𝜕𝑢1

𝜕𝑥
] , 𝜏𝑥𝑦

(𝑙)(𝑥, 𝑦, 𝑡) = 0.      (21) 

Based on the Hamilton principle (4), two differential equations 
of motion are obtained in form (5), where dimensionless coeffi-
cients of a sandwich beam are as follows:  

𝐶𝑣𝑣 =
1

12
[1 + 2𝑒𝑓𝜒𝑓(3 + 6𝜒𝑓 + 4𝜒𝑓

2)],    

𝐶𝑣𝑢 =
1

6
[1 + 6𝑒𝑓𝜒𝑓(1 + 𝜒𝑓)],  

𝐶𝑢𝑢 =
1

3
(1 + 6𝑒𝑓𝜒𝑓), 𝐶𝑢 =

2

1+𝜈𝑐
,    𝑒𝑓 =

𝐸𝑓

𝐸𝑐
 , 𝜒𝑓 =

ℎ𝑓

ℎ𝑐
 .     

The fundamental natural frequency ω [1/s] and the dimension-

less critical force 𝐹̃𝐶𝑅  have identical forms (11) and (12), where 
the dimensionless coefficient is as follows: 

𝐶𝑠𝑣 =
𝜋2

𝐶𝑣𝑣
⋅

𝐶𝑣𝑢
2

𝜋2𝐶𝑢𝑢+𝜆𝑐
2𝐶𝑢

.   

Detailed calculations are performed for sample data from sec-

tion 4. The values of the dimensionless coefficient 𝐶𝑠𝑣, the fun-

damental natural frequency 𝜔 [1/s] and the dimensionless critical 

force 𝐹̃𝐶𝑅  are specified in Tab. 3.  

Tab. 3. Results of analytical calculations of the exemplary beams 

𝝌𝒇 
𝟏

𝟏𝟖
 

𝟐

𝟏𝟔
 

𝟑

𝟏𝟒
 

𝟒

𝟏𝟐
 

𝟓

𝟏𝟎
 

𝐶𝑠𝑣 0.03534 0.05927 0.07519 0.08374 0.08531 

𝜔 [
1

𝑠
] 881.6 976.0 987.2 969.9 941.3 

𝐹̃𝐶𝑅 0.01358 0.02316 0.03037 0.03574 0.03972 

As a result of comparing the values of the fundamental natural 

frequencies 𝜔 [1/s] and the dimensionless critical forces 𝐹̃𝐶𝑅  
calculated based on the generalised model (Tab. 1) and the clas-
sical sandwich beam model (Tab. 3), it is easy to see that these 
differences are negligible. Thus, the unstable regions calculated 
with consideration of two models of sandwich beams are identical. 

5. CONCLUSIONS 

Summing up the research presented in this article, the follow-
ing conclusions can be drawn: 

 the assumed non-linear hypothesis-theory of deformation of a 
plane cross section of the beam takes into account the shear 
effect in the facings, so it is a generalisation of the "broken 

line" hypothesis, in which the shear effect in the facings is 
omitted, 

 the influence of the shear effect in the beam facings on the 
values of the fundamental natural frequency 𝜔 and the critical 

load–force 𝐹̃𝐶𝑅 is negligibly small, which is easy to see when 
comparing their values specified in Tabs 1 and 3, 

 the influence of the three-layer beam structure, i.e. the ratio of 
the thickness of the facings to the thickness of the core (value 

of the parameter 𝜒𝑓), on the values of the fundamental natural 

frequency ω and the critical load force 𝐹̃𝐶𝑅  is significant (Tabs 
1 and 3), which is graphically presented in Figs 7 and 8. 

 
Fig. 7. Fundamental natural frequency 

 
Fig. 8. Critical load–force 

Therefore, based on the aforementioned, it can be concluded 
that when examining critical loads, fundamental natural frequen-
cies and unstable regions, it is sufficient to apply the "broken line" 
hypothesis. 
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Abstract: Results obtained with computational fluid dynamics (CFD) rely on assumptions made during a pre-processing stage, including  
a mathematical description of a fluid rheology. Up to this date there is no clear answer to several aspects, mainly related to the question  
of whether and under what conditions blood can be simplified to a Newtonian fluid during CFD analyses. Different research groups present 
contradictory results, leaving the question unanswered. Therefore, the objective of this research was to perform steady-state and pulsatile 
blood flow simulations using eight different rheological models in geometries of varying complexity. A qualitative comparison  
of shear- and viscosity-related parameters showed no meaningful discrepancies, but a quantitative analysis revealed significant  
differences, especially in the magnitudes of wall shear stress (WSS) and its gradient (WSSG). We suggest that for the large arteries blood 
should be modelled as a non-Newtonian fluid, whereas for the cerebral vasculature the assumption of blood as a simple Newtonian fluid 
can be treated as a valid simplification. 

Key words: blood rheology; CFD; non-Newtonian blood flows; arterial systems 

1. INTRODUCTION 

Computational fluid dynamics (CFD) tools can be considered 
as numerical simulations that help predict and analyse the physi-
cal behaviour and complex phenomena occurring in fluid flows by 
solving equations of fluid mechanics, i.e. energy, mass and mo-
mentum conservation. As far as simulations of blood flow are 
concerned, CFD can provide an insight into the flow structures of 
a given patient without exposing him or her to any health risks. 
Furthermore, in-silico analyses can provide valuable preoperative 
information to help medical professionals plan and perform sur-
gery. However, it should not be left unmentioned that the results 
of any numerical simulation depend heavily on initial assumptions 
made during a pre-processing stage. Apart from the complexity of 
the arterial system or the inflow and outflow boundary conditions, 
one such assumption is a mathematical description of the rheolo-
gy of the fluid. 

In fluid mechanics, there are three fundamental parameters of 
any fluid, namely heat conductivity, density and viscosity. Since 
the main heat transfer occurs in capillaries, not arteries, in the 
vast majority of CFD studies blood flow is modelled as isothermal 
and adiabatic – there is no heat transfer, and thus the first param-
eter (heat conductivity) can be neglected. In terms of density, 
blood is usually considered to be an incompressible fluid (alt-
hough it carries O2 and CO2). Its density is in the range of 1,030–
1,070 kg/m3 [1] . 

The last parameter, viscosity, can be described as the re-
sistance of a fluid to flow. Resistive viscous forces arise due to 
mutual attractive forces between fluid particles. In terms of bio-
flows, the importance of viscosity is related to the fact that it par-

tially controls the blood flow through arteries and veins. For in-
stance, a higher haematocrit value (ratio of red blood cells in 
blood) results in a viscosity increase and, consequently, higher 
resistances for the flow [2]. In general, blood is a complex fluid 
that exhibits non-Newtonian shear-thinning behaviour. This means 
that its viscosity varies when subjected to external stress – the 
higher the shear rate, the lower the viscosity. This can be ob-
served when the blood velocity is high or when the vessel cross-
section is relatively small. Shear-thinning phenomenon occurs at 
higher shear rates because erythrocytes and other blood cells 
begin to deform under applied stress. Otherwise, they form ag-
gregates that increase the attractive forces between them, leading 
to a higher viscosity and, consequently, higher flow resistance [2]. 

The non-Newtonian properties of blood are significant at lower 
values of shear rate – it is claimed that after exceeding the 100 s–
1 threshold, blood can be treated as a simple Newtonian fluid of 
constant viscosity [3,4]. Similarly, as with any experimental study 
of living tissue, varied research groups have obtained different 
results regarding the shear-thinning behaviour of blood. This is 
due to the fact that blood is a patient-specific fluid (its parameters 
depend on numerous factors such as sex, age, diet, general 
hydration, medications taken, etc.), and thus all its physical prop-
erties vary widely among the human population. Therefore, doz-
ens of different mathematical formulas describing blood have 
appeared in the literature. Tab. 1 and Fig. 1 present the most 
common rheological models that are widely used for in-silico 
studies of blood flow. 

As stated before, the non-Newtonian properties of blood are 
significant at lower values of shear rates, i.e. <100 s–1 [3,4]. It is 
claimed that shear rates are high in large arteries or vessels char-
acterised by high blood flow and relatively small size. Therefore, it 

https://orcid.org/0000-0001-9870-8370
https://orcid.org/0000-0003-0585-0488
https://orcid.org/0000-0002-8950-6424
https://orcid.org/0000-0002-7596-3691
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is hypothesised that the Newtonian assumption is valid for the 
majority of human arteries [2]. However, the shear rate can vary 
throughout the entire cardiac cycle from 0 s–1 to 1,000 s–1, and 
thus the assumption of a non-Newtonian shear-thinning fluid 
seems to be mandatory to obtain the most realistic numerical 
results [9]. Therefore, many scientists have analysed the influence 
of blood rheology on CFD data. Unfortunately, there is no clear 
answer as to whether blood can be simplified to a Newtonian fluid 
– each research group has presented slightly different results and 
drawn contradictory conclusions. 

Tab. 1. The most common rheological models of blood used in CFD 

Blood 
model 

Mathematical formula 

Newtonian 

(NEWT) 

𝜂 = 0.00345 Pa ∙ s 

𝜂 = 0.0035 Pa ∙ s 
(1) 

Power 
Law 

(PL) 

𝜂 = 𝑘 ∙ (𝛾̇)𝑛−1 

where: k = 0.017 kg  m–1  s–1.292; n = 0.708 
(2) 

Quemada 

(QUE) 

𝜂 =  𝜂𝑝 · (1 −
𝐾 · 𝐻𝑇𝐶

2
)−2 

𝐾 =
𝑘0 + 𝑘∞ · (𝛾̇/𝛾̇𝑐)0.5

1 + (𝛾̇/𝛾̇𝑐)0.5
 

where: 𝜂𝑝 = 0.00127 Pa·s; 𝑘0 = 4.0;  

𝑘∞ = 1.5; 𝛾̇𝑐 = 5.0 s–1 

(3) 

Modified 
PL 

(MPL) 

(1,5–8) 

{

 𝜂 = 0.55471 Pa ∙ s for 𝛾̇ ≤ 0.001 

 𝜂 =  𝜂0 ∙ (𝛾̇)𝑛−1 for 0.001 ≤  𝛾̇ < 327

 𝜂 = 0.00345 Pa ∙ s for 𝛾̇ ≥ 327

 

where: 𝜂0 = 0.035 kg  m–1  s–1.4; 𝑛 = 0.6 

(4) 

Carreau 

(CAR) 

𝜂 =  𝜂∞ + (𝜂0 − 𝜂∞) ∙ (1 + (𝜆 ∙ 𝛾̇)2)
𝑛−1

2  

where: 𝜂∞ = 0.0035 Pa·s; 𝜂0 = 0.056 Pa·s; 

𝜆 = 3.313005 s; 𝑛 = 0.3568; 

(5) 

Casson 

(CAS) 

𝜂 = (√𝜂𝑐 + √
𝜏𝑐

𝛾̇
)2 

where: 𝜂𝑐  = 0.00414 kg  m–1  s–1;  

𝜏𝑐  = 0.0038 kg  m–1  s–2 

(6) 

Cross 

(CRO) 

𝜂 =  𝜂∞ +
𝜂0 − 𝜂∞

1 + (𝜆 ∙ 𝛾̇)𝑎 

where: 𝜂∞ = 0.0035 Pa·s; 𝜂0 = 0.0364 Pa·s;  

𝜆 = 0.38 s; 𝑎 = 1.45 

(7) 

K-L 

(KL) 

𝜂 =
1

𝛾̇
 ∙ (𝜏𝑐 + 𝜂𝑐 ∙ (𝑎2 ∙ √𝛾̇ + 𝑎1 ∙  𝛾̇)) 

where: 𝜏𝑐  = 0.005 Pa; 𝜂𝑐  = 0.0035 Pa;  

𝑎1 = 1.0 s; 𝑎2 = 1.19523 s0.5 

(8) 

One of the first numerical studies of rheology was proposed 
by Gijsen et al. [10]. Their research showed that the non-
Newtonian fluid (Carreau–Yasuda model) has a considerable 
effect on the flow velocity in the carotid arteries when compared to 
the results for a simple Newtonian fluid. Thus, this indicates that 
the rheology of blood plays a critical role in the ability of the nu-
merical solver to properly approximate the flow distribution. Shin-
de et al. [11] stated that if shear stress is meant to be considered 
as a predictor of atherosclerosis development, a non-Newtonian 
fluid should be assumed. In contrast, Boyd and Buick [12], who 
also analysed the carotid artery as well, concluded that the non-
Newtonian properties of blood can be neglected due to small 
relative differences between rheological models. Mendieta et al. 

[13] suggested that Newtonian fluid is a reasonable assumption 
when analysing averaged shear stress, oscillatory shear index 
and general flow distribution. The next CFD study using the carot-
id artery was prepared by Razavi et al. [14], who analysed the 
influence of Newtonian and six non-Newtonian models on flow 
haemodynamics. After performing a series of transient simula-
tions, they found that even at high velocities (and consequently 
high shear rates), considerable differences were detectable for 
Power Law and Walburn–Schneck models. Razavi et al. [14] 
concluded that the Power Law overestimated wall shear stress 
(WSS) values at both low and high shear rates, while the General-
ized Power Law and modified Casson models appeared to under-
estimate the non-Newtonian behaviour. According to this scientific 
group, the Carreau and Carreau–Yasuda models are the most 
appropriate rheological approximations of the human blood flow in 
the carotid artery. Furthermore, their research has shown that the 
assumption of pulsatile flow is mandatory for the study of recircu-
lation phenomena, which can lead to drastic changes in shear 
rates and, consequently, in viscosity – such an analysis cannot be 
performed for the steady-state simulations [14]. 

 
Fig. 1. Dynamic viscosity dependence on shear rate (logarithmic plots)  

– the most common rheological blood models 

In 2004 and 2006 Johnston et al. [4,15] carried out steady-
state and pulsatile blood flow simulations in patient-specific coro-
nary arteries. The results of these studies showed that the shear 
stress distribution at the arterial walls was consistent for all rheo-
logical models (Newtonian, Power Law, Carreau, Casson, Wal-
burn–Schneck and Generalized Power Law), although magni-
tudes varied. For the steady-state simulations, Johnston et al. 
observed that the WSS differences between the rheological mod-
els became less distinct as the inlet velocity increased (associated 
with a concomitant increase in shear rate). 

To quantitatively compare the viscosity differences between 
each non-Newtonian and Newtonian model, this research group 
introduced two parameters: local and global non-Newtonian im-
portance factors. These parameters are described more thorough-
ly in the further part of this paper. The results indicated that for the 
flows characterised by medium to high shear rates, the Newtonian 
model is a valid approximation. By comparing steady-state and 
transient results, Johnston et al. concluded that the Newtonian 
blood model is a reliable assumption for approximately 70% of the 
cardiac cycle. During the remaining 30%, the flow was character-
ised by relatively lower velocity, which increased the viscosity and 
consequently WSS values. Therefore, they suggested that the 
Newtonian model may be a reasonable and sufficient approxima-
tion for transient simulations [15]. However, they emphasised that 
the non-Newtonian model of blood should be used for in-depth 
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studies focussing on local haemodynamics, such as vortex for-
mation. 

To evaluate the impact of the rheological model on haemody-
namics within the largest vessel of the human organism, Karimi et 
al. [16] generated a patient-specific model of the aorta consisting 
of ascending aorta, aortic arch and initial region of descending 
aorta. They performed transient simulations and investigated the 
following blood models: Newtonian, Casson, K-L, Modified Cas-
son, Carreau, Carreau–Yasuda, Cross, Power Law, Modified 
Power Law and Generalized Power Law. It was ascertained that 
the Cross model generates significantly different WSS and veloci-
ty distributions at diastole (when shear rates are low) when com-
pared to other non-Newtonian models. Moreover, this thorough 
and extensive research proved that blood rheology affects the 
flow solution, while the Newtonian assumption tends to underes-
timate WSS values [16].  

Caballero and Lain [2] investigated the influence of rheology in 
a slightly more complex geometry of the aorta, since it extended 
up to the abdominal region. They performed steady-state and 
transient in-silico analyses in which the blood was described by 
the following rheological models: Newtonian, Carreau, Power Law 
and Herschel–Buckley. Similar to the previous studies, they found 
that the WSS distribution was consistent across all rheological 
cases, but WSS magnitudes varied, especially at lower inlet veloc-
ities. For medium to high shear rates, little differences were ob-
served. Their results indicated that Carreau and Herschel–
Buckley models tended to overestimate WSS at high velocities, 
while the Newtonian model underestimated WSS at low flow 
rates. Moreover, when they compared the cycle-averaged results 
for all rheological models, there were hardly any differences in 
WSS and the global non-Newtonian importance factor, indicating 
that the non-Newtonian model assumption is not of great signifi-
cance for pulsatile flow. Therefore, Caballero and Laín [2] con-
cluded that the Newtonian model is a suitable assumption for the 
transient analysis. 

Shortly thereafter, Doost et al. [3] analysed haemodynamics 
within patient-specific geometry of the left ventricle. During transi-
ent simulations, blood was modelled as Newtonian and non-
Newtonian fluid (described by Carreau, Casson, Generalized 
Power Law, K-L and Cross equations). It has been shown that the 
choice of the specific rheological model has a considerable influ-
ence on the obtained results. For instance, each mathematical 
description of blood resulted in different numbers and sizes of 
small vortices. The results of the K-L and Cross models produced 
lower WSS values than pure Newtonian fluid, whereas the WSS 
values for the other rheological models were significantly higher 
[3]. 

Considering all the aforementioned information (derived from 
the available literature), it can be concluded that there is no clear 
answer whether blood can be simplified to a Newtonian fluid for 
in-silico investigations or whether it has to be considered as a 
specific non-Newtonian fluid. Each research group presents dif-
ferent results and varied conclusions, and thus the answer re-
mains ambiguous. Therefore, the main objective of this research 
was to evaluate the influence of the chosen blood model on the 
numerical data by performing steady-state and pulsatile blood flow 
simulations relying on eight different blood models in patient-
specific geometries of varying complexity. This could help to 
answer three open hypotheses: 

 blood can be simplified to a Newtonian fluid in large arteries 
and small vessels with high blood flow; 

 blood can be simplified to a Newtonian fluid for cycle-
averaged and steady-state investigations; 

 regardless of vessel size, when blood flow is characterised by 
low intensity, the effect of viscosity variation is so pronounced 
that the use of shear rate-dependent models is recommended. 

2. MATERIALS AND METHODS 

To accomplish all of the objectives of the following research, 
numerous separate steps had to be taken. Firstly, one had to 
prepare several patient-specific geometries of varying complexity. 
Then, volumetric meshes of sufficient quality had to be generated. 
Finally, the authors performed steady-state and pulsatile blood 
flow simulations, considering blood washout analysis. All these 
steps are briefly described in the further part of this paper. 

2.1.  Patient-specific geometries 

As described earlier, blood viscosity depends on numerous 
factors, including the topology of the flow channels, and thus it 
was decided to carry out an analysis of blood rheology in geome-
tries of varying complexity: a simple bifurcation of the common 
carotid artery (CCA), the entire aorta with major branches and a 
complex system of intracranial arteries. All patient-specific models 
(see Fig. 2) were reconstructed from biomedical imaging that was 
subjected to image segmentation procedures. Model retrieval 
methods were performed in a custom software called Anatomical 
Model Reconstructor (AMR) developed at the Institute of Tur-
bomachinery (Lodz University of Technology, Poland). 

The first step was to import Digital Imaging and Communica-
tions in Medicine (DICOM) images obtained by angiography com-
puted tomography (angio-CT) into the AMR software. Then, each 
voxel in the dataset was divided into eight sub-voxels to improve 
automatic segmentation procedures. To visualise arteries filled 
with a contrast agent (to distinguish them from surrounding tis-
sues), a specific preset of the windowing operation was used. 
Then, the region growing method was used to perform image 
segmentation for the entire image set. Unfortunately, each 3D 
mask required further manual processing. The main shortcomings 
were related to the separation of bone structures from the arterial 
lumen and the addition of smaller branches of intracranial vessels 
that were omitted during the automatic image segmentation. Once 
a 3D binary mask was completed and stored for all the regions of 
interest (lumens of the selected blood vessels), a 3D surface 
geometry of the given arterial network was extracted from it. The 
voxelised model (with staircase-like topology) was smoothed with 
expert smoothing parameters to obtain an anatomically correct 
model while preserving the overall topology. Then, each arterial 
branch was clipped in its proximal or distal part to obtain perpen-
dicular cross-sections for the outlet and inlet surfaces. The next 
step was to cover each open channel with a planar surface using 
an automated capping method. This means that each opening or 
hole detected in the wall of the model was automatically filled with 
a simple planar surface that was treated as a separate 3D object. 
Finally, each relevant 3D surface model, i.e. the artery wall and all 
capping boundaries, was saved to a selected folder as a separate 
file stored in stereolithography (STL) format. Fig. 2 depicts a 
comparison of all three patient-specific models, generated in the 
custom-developed AMR software, that were used during this 
research. 
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Fig. 2. Patient-specific models used during in-silico investigations:  

(a) entire aorta with major branches; (b) complex intracranial  
arterial system; (c) carotid artery bifurcation 

2.2. Numerical domain: volumetric meshes 

High-quality volumetric meshes were generated in the ANSYS 
ICEM (Ansys Inc. Canonsburg, USA) package, based on pre-
pared STL objects. They consisted of unstructured tetrahedral 
elements in the free-flow regime as well as prismatic elements 
embedded in an inflation layer. The inflation layer was composed 
of 16 sublayers – such a number was chosen after thorough 
sensitivity tests performed for each geometry type. Specific macro 
files were used for the mesh generation – such scripts were au-
tomatically prepared in the AMR software. Another aspect, also 
covered by a prepared script, focussed on the mesh metrics – 
each Delaunay mesh was subjected to additional smoothing and 
refinement to ensure that the resulting mesh was of high quality. 
This process was repeated thrice for tetrahedral elements and 
twice additionally for tetrahedral and prismatic elements. With 
each successive iteration, the ICEM mesh quality measure was 
increased. 

Before focussing on target numerical simulations, it was nec-
essary to ensure that a discretisation error due to the mesh densi-
ty was negligible. Therefore, specific mesh independence tests 
(MITs), both asymptotic and parametric, were performed before-
hand [17]. It was decided that the mesh for the carotid artery 
should comprise approximately two million elements, while the 
mesh for the intracranial arterial network should be composed of 
approximately six million elements. For the whole aorta, the 
coarsest mesh was chosen for further numerical analyses (con-
sisting of about eight million elements). 

2.3. Numerical domain: simulation settings 

In all simulations, i.e. steady-state and transient, the flow was 
assumed to be adiabatic and isothermal, while blood was treated 

as an incompressible fluid with constant density (1,045 kg/m3) 
and varying viscosity, as defined by eight specific models, which 
are presented in Tab. 1. The flow simulations were performed 
using the pressure-based ANSYS CFX (Ansys Inc. Canonsburg, 
USA) solver. The Reynolds-averaged Navier–Stokes (RANS) 
equations were calculated with the k-ω Shear Stress Transport 
(SST) turbulence model. Each steady-state simulation was con-
sidered complete when it either reached the convergence criteria 
(10–6) or exceeded 500 iterations. The steady-state boundary 
conditions are listed in Tab. 2, while the transient boundary condi-
tions for the inlet cross-sections are shown in Fig. 3. A Prandtl 
velocity profile was set at the inlet cross-section in the aorta case 
study, whereas parabolic profiles were used for all the others. 
Static gauge pressure was set for each opening cross-section 
even in transient analyses, where the values were the same as in 
steady-state case studies. The reason for this simplification is the 
fact that the walls of the numerical domain were rigid, and thus the 
flow distribution depended only on the pressure gradient between 
the outlet surfaces. 

Tab. 2. Steady-state boundary conditions used for the CFD analyses 

Case 
Inlet cross-section 
max. velocity [m/s] 

Opening cross-
sections pressure 

[kPa] 
E

nt
ire

 a
or

ta
 w

ith
 m

aj
or

 b
ra

nc
he

s 

0.12 

Right SA 13.00 

Right CCA 13.00 

Left CCA 12.90 

Left SA 13.015 

HA 13.00 

GA 13.00 

SMA 13.00 

Left RA 12.95 

Right RA 12.95 

Left CIA 13.01 

Right CIA 13.02 

C
C

A
 

0.85 
ICA 14.00 

ECA 14.00 

C
er

eb
ra

l 

ar
te

rie
s LICA LVA RICA RVA All cerebral arteries 

0.365 0.275 0.370 0.155 11.00 

CCA, common carotid artery; CIA, common iliac artery; GA, gastric 
artery; HA, hepatic artery; LICA, left internal carotid artery; LVA, left 
vertebral artery; RA, renal artery; RICA, right internal carotid artery; 
RVA, right vertebral artery; SA, subclavian artery; SMA, superior 
mesenteric artery. 

In addition, the blood washout phenomenon has been ana-
lysed in transient simulations, as it allows the detection of regions 
prone to stagnation and clotting since thrombus is expected to 
occur in regions of low velocity, low shear stress and non-washed-
out areas [18,19]. In these studies, the washout analysis is based 
on the principle that “old blood” occupies an entire volume of the 
fluid domain at the beginning of the simulation. Then, “new blood” 
begins to flow inside the numerical domain, pushing “old blood” 
out of the domain according to the specification of the inlet 
boundary condition. No mixing of the two separate fluids (within a 
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single mesh element) was assumed. Both fluids were character-
ised by the same rheological properties. 

 
Fig. 3. Transient boundary conditions set on the inlet cross-sections  

in each analysed case study: (a) entire aorta; (b) carotid artery  
bifurcation; (c)–(d) intracranial arteries 

The plots depicted in Fig. 3 are limited to just a single cardiac 
cycle for a higher clarity, but multiple cycles were simulated in the 
CFD analyses: 7 for the CCA bifurcation, 10 for the aorta and 5 for 
the cerebral vasculature. We wanted to minimise the influence of 
the initial conditions on the final results and to analyse a sufficient 
number of cardiac cycles required for a reliable blood washout 
analysis. Tab. 3 presents some parameters used for further 
comparison of the results. 

Tab. 3. Chosen parameters used during the results’ analysis 

Parameter Mathematical formula 

Time-averaged WSS 
(TAWSS) 

Shear stress averaged for 
one full cardiac cycle. 

TAWSS =  
1

𝑇
 ∫ |𝜏𝑤|𝑑𝑡

𝑇

0

 (9) 

WSS spatial gradient 
(WSSG) 

Determines regions of 
spatial changes in shear 
stress magnitude. High 
WSSG might indicate 

region prone to formation of 
atheromatous plaque or 

aneurysm growth. 

WSSG

=  √(
𝜕𝜏𝑤,𝑚

𝜕𝑚
)2 + (

𝜕𝜏𝑤,𝑛

𝜕𝑛
)2 

(10) 

Time-averaged WSSG 
(TAWSSG) 

WSSG averaged for full 
cardiac cycle. 

TAWSSG =  
1

𝑇
 ∫ 𝑊𝑆𝑆𝐺𝑑𝑡

𝑇

0

 (11) 

Oscillatory shear index 
(OSI) 

Gives insight about the 
direction changes of shear 

forces throughout the 
cardiac cycle. High local 
OSI and low WSS show 
regions susceptible to 

plaque aggregation and 
instances of blood stagna-

tion. 

OSI = 0.5 ∙ (1 −
|∫ 𝜏𝑤𝑑𝑡

𝑇

0
|

∫ |𝜏𝑤|𝑑𝑡
𝑇

0

) (12) 

Local and global non-
Newtonian importance 

factors (IL and IG) 
Describe local/global 

differences between dy-
namic viscosity produced 
by Newtonian and non-

Newtonian fluids. 

IL =
𝜂

𝜂∞
 (13) 

IG̅ =
1

𝑁

[∑ (𝜂 − 𝜂∞)2
𝑁 ]1/2

𝜂∞
 (14) 

3. RESULTS 

To evaluate the influence of the rheological blood model on 
the numerical solution, numerous simulations were performed on 
a chosen geometry, i.e. CCA bifurcation, intracranial arterial net-
work and entire aorta. Since eight different blood models were 
investigated for each selected reconstruction, a total of 48 simula-
tions were performed (24 steady-state and 24 transient ones). To 
present the results clearly, each geometry is discussed separate-
ly. Besides an analysis of the most common flow parameters, i.e. 
velocity, wall shear stress (WSS) and flow distribution, several 
other haemodynamic indicators were estimated as well. To calcu-
late them for steady-state and transient simulations, specific algo-
rithms written in a high-level programming language (Python) 
were prepared. Thus, one could analyse TAWSS, OSI, WSSG, 
TAWSSG, IL and IG, which are described in Tab. 3. 

However, before proceeding to the analysis of the rheology in-
fluence on the numerical data, it was decided to perform an initial 
validation of the results obtained. For this reason, the authors 
compared the basic haemodynamic parameters (estimated for 
Newtonian case studies) with the clinical and statistical research. 

3.1. Results validation 

Tabs. 4 and 5 provide information on the maximum velocity 
and Reynolds numbers recorded during peak systole for the CCA 
bifurcation and the entire aorta case studies. Moreover, Tab. 5 
outlines data related to the relative blood distribution through three 
control surfaces: the common carotid artery and two renal 
arteries. 

Tab. 4. Initial validation of the numerical data for the CCA bifurcation 
case study at systole peak – control plane located at CCA 
segment 

Max. velocity [m/s] Reynolds number [-] 

CFD data Reference CFD data Reference 

0.87 

0.84* 

0.89** 

0.75*** 

0.90**** 

0.85***** 

606 

       460 [5] 

500 [20] 

968 [21] 

*Averaged value for female control group [22] 

**Averaged value for male control group [22] 

***Value measured during resting conditions [23] 

****Value measured during exercise [23] 

*****Value coming from ultrasonography examination [24] 

As can be seen, all the obtained results are in good agree-
ment with the literature data – there are hardly any significant 
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discrepancies. It is worth mentioning that estimated Reynolds 
numbers (representing physiological in-vivo cases) seem to be 
low enough to treat the flow as laminar. This suggests that RANS 
closed with the k-ω SST turbulence model is not recommended 
for the assumed flows. However, it has to be stated that we simu-
lated pulsatile blood flow in geometries with complex topology 
(consisting of numerous junctions and high curvature), which can 
affect the flow directioning. Thus, there was a high probability of 
occurrence of specific flow phenomena, such as flow separation 
and formation of recirculation zones. Therefore, treating the flow 
as a purely laminar one (which is suitable for fully developed flows 
that do not occur in the human circulatory system) might be an 
oversimplification. Moreover, as presented in Tabs. 4 and 5, the 
obtained results are consistent with the literature data, which 
proves that the numerical domain assumptions were correct. 

Tab. 5. Initial validation of the numerical data for the entire aorta case 
study and several chosen control surfaces 

 
Relative blood distribu-
tion with respect to the 

inflow 

Reynolds number  
at systole peak [-] 

Location CFD data Reference CFD data Reference 

CCA 10.6% 8.5% (25) 844 

460 [5] 

500 [20] 

968 [21] 

Left RA 7.72% 8.6% (25) 673 400–1,100 
[26] Right RA 7.25% 8.6% (25) 800 

CCA, common carotid artery; RA, renal artery. 

Regarding the cerebral vasculature, it was decided to analyse 
the symmetry of blood supply between both hemispheres of the 
brain and its relation to the cardiac output (Tab. 6). Since the 
spatial geometry was limited to intracranial arteries (it did not start 
at the aorta), it was decided to assume 70 cm3 as a reference for 
physiological cardiac output [27]. Moreover, the authors presented 
volume flow rates at three main control surfaces located at the left 
and right middle cerebral arteries as well as at the basilar artery 
(Tab. 7). 

Tab. 6. Initial validation of the numerical data for the cerebral vasculature 
case study – part one 

Location 

Blood volume 
delivered in 

one full cardi-
ac cycle [cm3] 

Relative ratio 
Referential 

ratio 

Left hemi-
sphere 

4.869 
50.1% of the 

inflow 50%–50% 

(symmetry) Right 
hemisphere 

4.851 
49.9% of the 

inflow 

Full vascu-
lature 

9.720 

13.89% of the 
physiological 
cardiac output 

(70 cm3) 

15% of the 
cardiac output 

[28,29] 

 

14.4% of the 
cardiac output 

[25] 

 

13%–15% of 
the cardiac 
output [30] 

Tab. 7. Initial validation of the numerical data for the cerebral vasculature 
case study – part two 

Location 
Volume flow rate [cm3/min] 

CFD data Reference 

Basilar artery 178 

182 ± 56 [31] 

138 ± 41 [32] 

145 ± 41 [33] 

Left middle cerebral artery 160 
159 ± 28 [32] 

146 ± 31 [33] 

Right middle cerebral artery 138 
146 ± 28 [32] 

146 ± 31 [33] 

As shown in Tab. 6, the CFD-estimated flow distribution rep-
resents a physiologically correct blood supply. Not only is the flow 
distributed symmetrically between both hemispheres of the brain 
(50.1% for the left hemisphere and 49.9% for the right one), but 
also the total volume of blood supply, i.e. 9.72 cm3, represents 
approximately 14% of the physiological cardiac output. Thus, we 
confirmed that our results correlate well with clinical observations 
[25,28–30]. 

Regarding the volume flow rates at three control planes (see 
Tab. 7), the obtained results are again in a correct physiological 
range. For example, the reference volume flow rate through the 
left middle cerebral artery is reported to be 159 ± 28 cm3/min [32], 
whereas the result obtained from our simulations is equal to 160 
cm3/min. 

Considering all the presented information, it can be concluded 
that the performed in-silico analyses of blood flow in each arterial 
configuration (i.e. CCA bifurcation, entire aorta and cerebral vas-
culature), resemble the natural, physiological haemodynamics. 
Thus, the presented numerical simulations can be considered as 
successfully validated. 

3.2. Common carotid artery bifurcation 

The first analysed aspect was the flow distribution across the 
numerical domain. For this purpose, three control planes were 
created at the distal part of the common carotid artery (CCA), the 
internal carotid artery (ICA) and the external carotid artery (ECA) 
– for steady-state simulations, the area-averaged velocity was 
examined, while for transient ones, the blood volume delivered 
throughout the entire cardiac cycle was calculated (Tab. 8). Based 
on the presented data, it can be concluded that the influence of 
the blood model on the flow distribution seems to be negligible for 
the majority of the case studies. The highest differences were 
obtained for the Power Law and K-L models, at 2.8% and 1.7%, 
respectively. For the Carreau, Cross, Modified Power Law and 
Quemada models, hardly any discrepancies could be observed. 
Within this group, the highest deviation was circa 0.5%. Conduct-
ed steady-state and transient simulations indicate that the flow 
distribution within the CCA bifurcation model is not affected signif-
icantly by the rheological blood model; however, some alterna-
tions occur. This suggests that blood can be simplified to a New-
tonian fluid when analysing a CCA bifurcation. To prove the 
aforementioned statement, an additional analysis of further hae-
modynamic parameters was required. Tab. 9 outlines area-
averaged wall shear stress (AAWSS) and area-averaged spatial 
gradient of wall shear stress (AAWSSG) calculated for the model 
walls. Additionally, average and maximum time-averaged wall 
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shear stress (TAWSS) and shear index (OSI) values are shown 
as well. 

Tab. 8. Blood distribution analysis for the CCA bifurcation geometry 

 
Control 
plane 

Blood model 

NEWT CAR CAS CRO KL MPL PL QUE 

A
vg

. v
el

oc
ity

 [m
/s

] 

P1 0.386 
0.385 

(–0.3%) 

0.385 

(–0.3%) 

0.386 

(0.0%) 

0.385 

(–0.3%) 

0.386 

(0.0%) 

0.386 

(0.0%) 

0.386 

(0.0%) 

P2 0.779 
0.777 

(–0.3%) 

0.772 

(–0.9%) 

0.779 

(0.0%) 

0.767 

(–1.5%) 

0.779 

(0.0%) 

0.801 

(2.8%) 

0.782 

(0.4%) 

P3 0.541 
0.543 

(0.4%) 

0.546 

(0.9%) 

0.541 

(0.0%) 

0.550 

(1.7%) 

0.542 

(0.2%) 

0.528 

(–2.4%) 

0.539 

(–0.4%) 

B
lo

od
 v

ol
. [

cm
3 ]

 

P1 12.004 
12.004 

(0.0%) 

12.004 

(0.0%) 

12.004 

(0.0%) 

12.004 

(0.0%) 

12.004 

(0.0%) 

12.004 

(0.0%) 

12.004 

(0.0%) 

P2 5.436 
5.408 

(–0.5%) 

5.380 

(–1.0%) 

5.433 

(–0.1%) 

5.345 

(–1.7%) 

5.415 

(–0.4%) 

5.521 

(1.6%) 

5.446 

(0.2%) 

P3 6.569 
6.597 

(0.4%) 

6.626 

(0.9%) 

6.572 

(0.0%) 

6.660 

(1.4%) 

6.590 

(0.3%) 

6.485 

(1.3%) 

6.560 

(–0.1%) 

Based on the data presented in Tab. 8, it can concluded that 
all the parameters related to the shear stress depend on the 
chosen blood model. The absolute differences of the AAWSS 
seem to be marginal; however, they represent a significant 
relative variation. Thus, if a larger inflow was assumed, the 
absolute differences could be higher. Nevertheless, the highest 
AAWSS values occurred at peak systole due to the highest shear 
rates. Simultaneously, the absolute differences between AAWSS 
were the largest among all blood models, exceeding 3.5 Pa (over 
40%) for the Power Law model case study. In terms of maximum 
TAWSS differences, the highest ones were obtained for the 
Power Law model (circa 20 Pa, i.e. 47%) and for the KL model 
(circa 12 Pa, i.e. 28%). For steady-state and transient analyses, 
the Newtonian fluid model underestimated AAWSS, TAWSS and 
AAWSSG parameters, which is in agreement with several 
scientific studies [2,16]. 

Tab. 9. Shear-related parameters for the CCA bifurcation geometry 

Parameter 
Blood model 

NEWT CAR CAS CRO KL MPL PL QUE 

S
te

ad
y-

st
at

e AAWSS 

[Pa] 
6.52 

6.71 

(2.9%) 

7.35 

(12.7%) 

6.52 

(0.0%) 

8.12 

(24.5%) 

6.48 

(–0.6%) 

4.21 

(–35.4%) 

6.13 

(–6.0%) 

AAWSSG 

[Pa/m] 
0.779 

0.777 

(–0.3%) 

0.772 

(–0.9%) 

0.779 

(0.0%) 

0.767 

(–1.5%) 

0.779 

(0.0%) 

0.801 

(2.8%) 

0.782 

(0.4%) 

S
ys

to
le

 p
ea

k AAWSS 

[Pa] 
8.92 

9.19 

(3.0%) 

10.11 

(13.3%) 

8.93 

(0.1%) 

11.24 

(26.0%) 

8.89 

(–0.3%) 

5.33 

(–40.2%) 

8.32 

(–6.7%) 

AAWSSG 

[Pa/m] 
4,156 

4,187 

(0.7%) 

4,546 

(9.4%) 

4,156 

(0.0%) 

4,964 

(19.4%) 

4,131 

(–0.6%) 

2,215 

(–46.7%) 

3,847 

(–7.4%) 

F
ul

l c
yc

le
 

Avg. 
TAWSS 

[Pa] 

3.27 
3.42 

(4.6%) 

3.73 

(14.1%) 

3.27 

(0.0%) 

4.13 

(26.3%) 

3.30 

(0.9%) 

2.31 

(–29.4%) 

3.12 

(–4.6%) 

Max. 
TAWSS 

[Pa] 

42.97 
43.94 

(2.3%) 

48.96 

(13.9%) 

42.99 

(0.0%) 

54.89 

(27.7%) 

42.49 

(–1.1%) 

22.72 

(–47.1%) 

39.33 

(–8.5%) 

Avg. OSI 

[-] 
0.156 

0.151 

(–3.2%) 

0.151 

(–3.2%) 

0.156 

(0.0%) 

0.149 

(–4.5%) 

0.150 

(–3.8%) 

0.154 

(–1.3%) 

0.154 

(–1.3%) 

The next analysed parameters were those related to viscosity: 
local and global non-Newtonian importance factors (IL and IG, 

respectively), as indicated in Tab. 10 and Fig. 4. If the value of the 
IL parameter differs from 1.0, it is possible to observe regions of 
the non-Newtonian flow. However, this requires a graphical repre-
sentation of the analysed case – calculating a simple average 
value of IL does not provide meaningful information about the 
global influence of the rheological model. Thus, the second pa-
rameter introduced, IG, considers a relative difference in viscosity 
values (for each mesh node), which is averaged. After thorough 
numerical analyses, Johnston et al. [4] concluded that the most 
optimal cut-off value of IG for coronary arteries is 0.25. Below this 
value, the flow can be treated as Newtonian. For large arteries, a 
threshold value of 0.15 has been established [16]. 

Tab. 10. Viscosity-related parameters for the CCA bifurcation geometry 

Parameter 
Blood model 

NEWT CAR CAS CRO KL MPL PL QUE 

S
te

ad
y-

st
at

e Avg. IL 

[-] 
1.00 1.16 1.31 1.04 1.53 1.18 0.73 0.99 

IG 

[-] 
0.00 0.15 0.21 0.14 0.35 0.32 0.32 0.09 

S
ys

to
le

 s
ta

rt Avg. IL 

[-] 
1.00 1.31 1.39 1.07 1.58 1.43 1.11 1.11 

IG 

[-] 
0.00 0.25 0.27 0.16 0.39 0.44 0.25 0.13 

S
ys

to
le

 p
ea

k Avg. IL 

[-] 
1.00 1.10 1.27 1.01 1.49 1.06 0.62 0.94 

IG 

[-] 
0.00 0.10 0.18 0.02 0.33 0.17 0.32 0.07 

 
Fig. 4. AAWSS and IG parameters for the selected stages of the cardiac 

cycle – CCA bifurcation case studies; all rheological models of 
blood 

Both steady-state and transient simulations outline significant 
deviations from the Newtonian fluid. The largest differences occur 
at low shear rates, i.e. at the beginning of systole. However, even 
at high shear rates, the results show meaningful, non-negligible 
discrepancies. Solely the Cross and Quemada models present 
proneness to Newtonian behaviour. Comparing the calculated 
data for steady-state analyses, the IG parameter is the highest for 
K-L, Modified Power Law and Power Law models (exceeding the 
value of 0.30), while the lowest one was obtained for the Quema-
da model, i.e. 0.09. The remaining blood models resulted in the IG 
parameter equal to approximately 0.15–0.20. Since the cut-off 
value of the IG parameter is claimed to be 0.15 for larger vessels, 
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it can be concluded that all analysed blood models, except the 
Quemada one, show a considerable non-Newtonian character. As 
far as the transient simulations are concerned, similar characteris-
tics can be observed as for the steady-state simulations, although 
only for the beginning of systole. This phase of the cardiac cycle is 
characterised by low shear rates where the blood viscosity is 
extremely susceptible to mathematical description. All blood mod-
els, except for Quemada, resulted in IG values greater than 0.15.  

However, when systole peak occurs, meaningful changes in 
the IG parameter can be observed. For instance, in the Carreau 
and Cross models, IG drops below 0.1, whereas in the Casson 
and Modified Power Law models it is reduced from 0.27 and 0.44 
to 0.18 and 0.17, respectively. In summary, the changes in IG 
resulting from varying shear rates (a consequence of varying flow 
velocity) indicate that the non-Newtonian behaviour of blood de-
pends on phase of the cardiac cycle. 

3.3. Entire aorta with major branches 

The same results analyses were performed for the entire aorta 
case studies; however, to make the paper more concise, it was 
decided to present only the most interesting data. Thus, Tabs. 11 
and 12 contain information on the selected haemodynamic pa-
rameters, i.e. blood volume delivered to specific regions of the 
fluid domain (P1 – gastric artery; P2 – superior mesenteric artery; 
P3 – left renal artery) and IL and IG parameters, as well as the 
maximum WSS detected at the walls. Figs. 5 and 6 depict a quali-
tative comparison of the selected data. 

Focussing on the flow distribution, the largest difference was 
found at the superior mesenteric artery for the K-L blood model 
(6% underestimation, i.e. circa 0.35 cm3, when compared to the 
Newtonian reference model). For the other models, the differ-
ences varied up to 3%–4%. It can be concluded that flow distribu-
tion is not significantly affected by the mathematical description of 
the blood rheology, but some alternations might occur. Thus, it 
seems that blood can be simplified to the Newtonian fluid model 
when the entire aorta geometry is analysed. 

Tab. 11. A quantitative analysis of the chosen parameters  
  for the entire   aorta geometry: part 1 

 
Control 
plane 

Blood model 

NEWT CAR CAS CRO KL MPL PL QUE 

B
lo

od
 v

ol
. [

cm
3 ]

 

P1 2.014 
2.036 

(1.1%) 

2.056 

(2.1%) 

2.005 

(–0.5%) 

2.050 

(1.8%) 

1.998 

(–0.8%) 

1.997 

(–0.9%) 

2.023 

(0.4%) 

P2 9.675 
9.407 

(–2.8%) 

9.302 

(–3.9%) 

9.634 

(–0.4%) 

9.106 

(–5.9%) 

9.338 

(–3.5%) 

9.863 

(1.9%) 

9.642 

(–0.3%) 

P3 6.971 
6.887 

(–1.2%) 

6.916 

(–0.8%) 

6.978 

(0.1%) 

6.860 

(–1.6%) 

6.760 

(–3.0%) 

6.824 

(–2.1%) 

6.960 

(–0.2%) 

Steady-state; 

max. WSS 
[Pa] 

11.71 
12.85 

(9.7%) 

13.96 

(19.2%) 

11.94 

(2.0%) 

15.53 

(32.6%) 

12.89 

(10.1%) 

8.64 

(–26.2%) 

11.52 

(–1.6%) 

Systole start; 

max. WSS 
[Pa] 

6.50 
7.05 

(8.4%) 

7.84 

(20.6%) 

6.94 

(6.8%) 

8.64 

(33.0%) 

7.61 

(17.0%) 

4.98 

(–23.3%) 

6.56 

(0.9%) 

Systole peak; 

max. WSS 
[Pa] 

129.53 
132.35 

(2.2%) 

143.96 

(11.1%) 

130.56 

(0.8%) 

159.42 

(23.1%) 

130.38 

(0.7%) 

70.13 

(–45.9%) 

120.90 

(–6.7%) 

Max. TAWSS 

[Pa] 
19.65 

20.30 

(3.3%) 

22.22 

(13.1%) 

19.85 

(1.0%) 

24.66 

(25.5%) 

20.01 

(1.8%) 

11.19 

(–43.0%) 

18.40 

(–6.4%) 

Tab. 12. A quantitative analysis of the chosen parameters  
  for the entire aorta geometry: part 2 

Parameter 
Blood model 

NEWT CAR CAS CRO KL MPL PL QUE 

Systole start; 

IL [-] 
1.00 1.63 1.57 1.26 1.74 2.27 1.53 1.32 

Systole peak; 

IL [-] 
1.00 1.17 1.32 1.03 1.55 1.11 0.79 1.00 

Steady-state; 

IG [-] 
0.00 1.20 7.90 1.46 1.93 3.34 0.46 0.31 

Systole start; 

IG [-] 
0.00 0.23 0.13 0.18 0.20 0.97 0.18 0.08 

Systole peak; 

IG [-] 
0.00 0.02 0.04 0.00 0.10 0.03 0.04 0.00 

 
Fig. 5. Distribution of the IL parameter at the walls of the entire aorta 

case studies; all rheological models of blood 

 
Fig. 6. The IG parameter for the selected stages of the cardiac cycle  

– entire aorta case studies; all rheological models of blood 

A qualitative comparison of the WSS distribution also showed 
no significant changes between the blood models as well. Howev-
er, when focussing on a quantitative comparison of WSS magni-
tudes as well as on IL and IG analysis, contrary observations 
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could be made. As shown in Tab. 11, the relative variation of the 
maximum WSS and TAWSS parameters was extremely high. The 
highest difference, obtained for the Power Law model at systole 
peak, was approximately 46%. The majority of the remaining 
differences, both for area-averaged and maximum WSS, were in 
the 5%–20% range. Therefore, it can be concluded that the rheo-
logical model of blood has a significant, non-negligible influence 
on haemodynamic parameters. This statement was further con-
firmed by IL and IG analysis. Concentrating on the former pa-
rameter, it can be concluded that not only the magnitudes varied, 
but also the general distribution was influenced by the chosen 
rheological model. Thus, the dynamic viscosity of the blood locat-
ed in a direct vicinity of the arterial walls varied considerably in all 
case studies. As far as the IG parameter is concerned, a signifi-
cant influence of the cardiac cycle phase on its values could be 
observed. At the beginning of systole, when shear rates were 
relatively low, almost all blood models produced IG values above 
the 0.15 threshold. The Casson and Quemada models were the 
only exceptions – the IG parameter was equal to 0.13 and 0.08, 
respectively. The highest value was obtained for the Modified 
Power Law model – it almost reached 1.00. Thus, this mathemati-
cal description is the most prone to the non-Newtonian character 
at the beginning of systole. At systole peak, none of the blood 
models reached a threshold value. Therefore, it could be conclud-
ed that at systole peak, i.e. at high shear rates, all mathematical 
descriptions show a high susceptibility to the Newtonian behav-
iour. During end-systole, the highest IG values were obtained for 
the Carreau and Modified Power Law models, amounting to 1.14 
and 0.46, respectively. The IG parameters for the remaining blood 
models were characterised by values lower than 0.15. 

3.4. Intracranial arterial system  

During the blood distribution analysis, all outlet cross-sections 
were categorised into separate groups supplying different regions 
of the brain, i.e. anterior and middle parts of the left/right lobe and 
the posterior part of the left/right lobe. Tab. 13 shows the data 
obtained from the transient simulations, i.e. the blood volume 
delivered throughout the full cardiac cycle. As can be seen, the 
flow distribution remained almost unchanged – all differences did 
not exceed 1%. The largest discrepancies occurred in the K-L 
model, where the blood supply in the posterior part of the left lobe 
was limited by 0.8%. However, such small differences prove that 
flow distribution does not depend on the chosen blood model. It 
means that blood can be simplified to the Newtonian fluid model 
when analysing intracranial vessels. An additional analysis of 
parameters related to shear stresses was performed to prove this 
statement (Tab. 14). 

Similar to the CCA bifurcation analysis, it can be seen that the 
absolute differences of the AAWSS, AAWSSG and TAWSS pa-
rameters are negligible, although their percentage variations are 
high. The Power Law and Quemada models seem to underesti-
mate all the parameters related to the shear stress, i.e. AAWSS, 
AAWSSG, TAWSS and OSI. The flow solution obtained for the 
Cross model showed that this mathematical description is by far 
the most similar to the Newtonian behaviour – the results were 
extremely similar to the those obtained for the reference case 
study. Excluding the K-L and Quemada models, the remaining 
ones appear to result in negligible absolute differences in 
AAWSS, AAWSSG and TAWSS. Additionally, the general distri-

bution of the shear-related parameters was almost identical in 
each case study, making a sole qualitative comparison insuffi-
cient. Fig. 7 shows a WSS comparison for two models that were 
characterised by the highest visual discrepancies. 

Tab. 13. A quantitative analysis of the blood distribution  
  in the cerebral vasculature case studies 

 
Blood volume delivered during full cardiac cycle [cm3] 

NEWT CAR CAS CRO KL MPL PL QUE 

Left lobe; 

anterior and 
middle 

3.445 
3.438 

(–0.2%) 

3.437 

(–0.2%) 

3.445 

(0.0%) 

3.434 

(–0.3%) 

3.433 

(–0.3%) 

3.430 

(–0.4%) 

3.441 

(–0.1%) 

Left lobe; 

posterior 
1.424 

1.421 

(–0.2%) 

1.417 

(–0.5%) 

1.424 

(0.0%) 

1.411 

(–0.8%) 

1.426 

(0.1%) 

1.427 

(0.2%) 

1.426 

(0.1%) 

Right lobe; 

anterior and 
middle 

3.304 
3.314 

(0.3%) 

3.311 

(0.2%) 

3.306 

(0.1%) 

3.310 

(0.2%) 

3.318 

(0.4%) 

3.319 

(0.5%) 

3.311 

(0.2%) 

Right lobe; 

posterior 
1.547 

1.551 

(0.3%) 

1.553 

(0.4%) 

1.548 

(0.1%) 

1.557 

(0.6%) 

1.547 

(0.0%) 

1.547 

(0.0%) 

1.548 

(0.1%) 

Tab. 14. A quantitative analysis of shear-related parameters  
  in the cerebral vasculature case studies 

Parameter 
Blood model 

NEWT CAR CAS CRO KL MPL PL QUE 

S
te

ad
y-

st
at

e 

AAWSS 

[Pa] 
2.94 

3.13 

(6.5%) 

3.44 

(17.0%) 

2.95 

(0.3%) 

3.85 

(31.0%) 

2.94 

(0.0%) 

2.22 

(–24.5%) 

2.83 

(–3.7%) 

AAWSSG 

[Pa/m] 
1,776 

1,791 

(0.9%) 

1,934 

(8.9%) 

1,774 

(–0.1%) 

2,099 

(18.2%) 

1,743 

(–1.8%) 

1,200 

(–32.4%) 

1,670 

(–6.0%) 

S
ys

to
le

 p
ea

k AAWSS 

[Pa] 
4.82 

5.12 

(6.2%) 

5.65 

(17.2%) 

4.83 

(0.2%) 

6.38 

(32.4%) 

4.79 

(–0.6%) 

3.34 

(–30.7%) 

4.57 

(–5.2%) 

AAWSSG 

[Pa/m] 
3,004 

3,051 

(1.6%) 

3,297 

(9.8%) 

3,002 

(–0.1%) 

3,600 

(19.8%) 

2,972 

(–1.1%) 

1,868 

(–37.8%) 

2,808 

(–6.5%) 

F
ul

l c
yc

le
 

Avg. 

TAWSS 

[Pa] 

2.29 
2.47 

(7.9%) 

2.71 

(18.3%) 

2.30 

(0.4%) 

3.03 

(32.3%) 

2.32 

(1.3%) 

1.79 

(–21.8%) 

2.22 

(–3.1%) 

Avg. OSI 

[-] 
0.204 

0.204 

(0.0%) 

0.204 

(0.0%) 

0.204 

(0.0%) 

0.204 

(0.0%) 

0.204 

(0.0%) 

0.203 

(–0.5%) 

0.204 

(0.0%) 

 
Fig. 7. TAWSS distribution at the walls of intracranial arteries  

– comparison of two selected rheological models:  
Modified Power Law (MPL) and Power Law (PL) 

Therefore, the conducted analyses indicate that blood can be 
simplified to the Newtonian fluid model in numerical simulations of 
blood flow within the intracranial arteries. This was further 
supported by a thorough analysis of the IG parameter (see Fig. 8). 
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Fig. 8. The IG parameter for the selected stages of the cardiac cycle – 

cerebral vasculature case studies; all rheological models of blood 

Contrary to the analysis performed for the CCA bifurcation 
and entire aorta case studies, the IG parameter for the intracranial 
arteries seemed to be independent of shear rate – it remained 
identical at both low and high shear rates. The only exception was 
MPL – it decreased from 0.08 (for the beginning of systole) to 0.02 
(for the systole peak). The highest value of IG was obtained for 
the K-L model, which means that this mathematical description 
showed the highest non-Newtonian proneness among all investi-
gated blood models. Moreover, regardless of the rheological 
model of blood, simulation type and cardiac cycle stage, all IG 
values were far below the threshold value of 0.15. Therefore, it 
can be concluded that the Newtonian model assumption of blood 
is a sufficient and valid approach to simulate blood flows within 
cerebral vasculature models. 

3.5. Blood washout analysis  

The final part of this research was devoted to an investigation 
of whether blood rheology affects the blood washout. If the re-
maining volume of “old blood” changed due to a mathematical 
description of fluid rheology, then it could be concluded that blood 
has to be modelled as non-Newtonian fluid in every CFD analysis. 
The reason behind this statement is the fact that non-washed-out 
blood is related to stagnation zones in which blood could start 
clotting. Tab. 15 presents the ratio of “old blood” that remained in 
the fluid domain at the last timestep of each simulation and Tab. 
16 shows absolute differences of “old blood” volume, whereas Fig. 
9 depicts time-dependent trends for Newtonian fluid – waveforms 
just for a single blood model are depicted for a clearer representa-
tion. 

Firstly, it can be easily observed that the larger the model, the 
longer the blood washout phenomenon – for the CCA bifurcation 
almost the entire volume of “old blood” (~98%) was washed out 
during the first two cycles, whereas for the aorta case studies it 
took 10 cycles to reach nearly 95% of “old blood” washout. Re-
garding the differences in “old blood” volume remaining in the 
numerical domain at the end of each simulation, the relative dif-
ferences seemed to be marginal – the highest discrepancy was 
found for the aorta geometry for the KL blood model: approximate-
ly 0.7%. Thus, such small differences suggest that blood rheology 
has almost no influence on the blood washout phenomenon. 
However, when comparing the absolute differences, slightly con-
trary conclusions could be drawn. For the CCA bifurcation and 
intracranial arteries, these differences were negligible (far below 

0.01 cm3), whereas for the aorta case studies they were signifi-
cant, i.e. reaching almost 4 cm3. This difference in blood volume 
indicated regions that could be prone to blood stagnation and, 
consequently, blood clotting. By applying a simple Newtonian 
fluid, such an observation could not be deduced. 

Tab. 15. The percentage ratio of “old blood” volume with respect  
  to the entire fluid domain volume at the end of each simulation 

 
Ratio of “old blood” that remained in the fluid domain [%] 

NEWT CAR CAS CRO KL MPL PL QUE 

CCA 
bifurcation 

0.37 0.41 0.41 0.39 0.42 0.40 0.31 0.39 

Entire aorta 5.03 5.36 5.66 5.09 5.74 5.46 4.52 4.94 

Intracranial 
arteries 

0.60 0.62 0.62 0.64 0.64 0.67 0.52 0.61 

Tab. 16. The absolute differences of “old blood” volume with respect  
  to  the volume estimated for Newtonian blood model 

 
Difference of “old blood” volume [cm3] 

NEWT CAR CAS CRO KL MPL PL QUE 

CCA 
bifurcation 

- 0.002 0.002 0.001 0.002 0.001 –0.002 0.001 

Entire aorta - 1.759 3.359 0.320 3.785 2.293 –2.719 –0.480 

Intracranial 
arteries 

- 0.002 0.002 0.004 0.004 0.007 –0.008 0.001 

 

 
Fig. 9. The ratio of non-washed-out blood vs time – the Newtonian blood 

model case studies 

3.6. Shear rate analysis 

To observe the local influence of the rheological model of 
blood on the numerical data related to the flow characteristics, it 
was decided to perform an investigation of the shear rate at nu-
merous control planes. Such an approach was presented in the 
work of Apostolidis et al. [34], who performed transient simulations 
of the blood flow in the left coronary artery and analysed the 
differences between the results obtained for the Newtonian and 
Casson viscoelastic models of blood. Additionally, they proposed 
a new approach towards setting outlet boundary conditions that 
attempts to preserve consistency with the pressure/flow predic-
tions while being more computationally efficient. 

To maintain the clarity of this paper, the results are presented 
for only one control plane per each case study. For the CCA 
bifurcation case study, a distal fragment of the ICA was chosen. 
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For the entire aorta case study, we decided to focus on the supe-
rior mesenteric artery (SMA), whereas in the cerebral vasculature, 
a cross-section of the left middle cerebral artery (MCA) was se-
lected. Figs. 10, 11 and 12 outline a qualitative comparison of the 
shear rate for three selected rheological models of blood, i.e. 
Newtonian, Casson and Modified Power Law. The results were 
extracted from the time step corresponding to the late diastole, 
when velocity and shear rate were the lowest, whereas the non-
Newtonian proneness was the highest. Apart from a qualitative 
comparison of shear rate, we decided to present a relative differ-
ence (expressed as a percentage) between non-Newtonian and 
Newtonian models. All differences below 10% were considered 
insignificant. Therefore, a dark blue colour represents regions 
where the shear rate differences were negligible. The quantitative 
data of this analysis are presented in Tab. 17. 

Tab. 17. Analysis of relative differences in shear rate 

Control 
surface 

Max. difference Avg. difference 

NEWT vs CAS NEWT vs MPL NEWT vs CAS NEWT vs MPL 

ICA 114.0% 30.9% 12.6% 5.2% 

SMA 116.8% 113.3% 24.0% 34.4% 

MCA 86.5% 17.8% 8.5% 1.6% 

 
Fig. 10. The shear rate distribution and its relative differences at the ICA 

plane for three rheological models of blood – the CCA bifurcation 
case 

By analysing the quantitative and qualitative data presented in 
Tab. 17 and Figs. 10, 11 and 12, it can be concluded that the 
rheological model of blood influenced the shear rate in each case 
study. Focussing on the maximum differences, the highest dis-
crepancies were found for the superior mesenteric artery (SMA), 
exceeding 115%. Regarding the average differences, the highest 
ones were once again found at the SMA control surface (24.0% 
and 34.4% for Casson and Modified Power Law models, respec-
tively). The lowest discrepancies were observed at MCA surface 
for Modified Power Law model – i.e. 1.6%. It is interesting to note 
that the differences in shear rate for the MPL model were visible 
only in the free-flow regime and not in the boundary layer. For the 
other control surfaces and rheological models, differences could 

be observed both in the free-flow regime and in the boundary 
layer. Additionally, the discrepancies were significant, confirming 
all the former conclusions that blood should not be modelled as a 
simple Newtonian fluid. 

 
Fig. 11. The shear rate distribution and its relative differences at the SMA 

for three rheological models of blood – the entire aorta case 

 
Fig. 12. The shear rate distribution and its relative differences  

at the left MCA for three rheological models of blood  
– the cerebral vasculature study 

4. DISCUSSION 

The vast majority of studies available in the literature present 
the results of blood flow simulations in a specific fragment of the 
arterial system. We, on the other hand, decided to carry out a 
research (dedicated to numerical analyses of blood flows charac-
terised by different rheological models of blood) using three ge-
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ometries of varying complexity and location in the circulatory 
system. This allowed us to consider a possible influence of the 
arterial system complexity on the numerical data. Moreover, to 
generate as much data as possible, we decided to analyse a large 
number of different haemodynamic parameters and other possible 
bioindicators to ensure that the conclusions we drew were correct 
and adequately supported. It should be emphasised that we cou-
pled rheology analyses with simulating the blood washout phe-
nomenon. Unfortunately, there are no other literature data with 
which we could compare such results – this indicates an innova-
tive approach towards rheology investigations. Furthermore, one 
of the analysed parameters was the shear rate. This investigation 
showed that the viscosity models have a significant effect on the 
shear rate, especially for the common carotid artery and the entire 
aorta case studies. Similar observations, i.e. non-negligible differ-
ences between Casson and Newtonian models, were presented in 
the work of Apostolidis et al. [34]. However, they simulated blood 
flow in the other blood vessel, i.e. the coronary artery, and thus a 
direct comparison between the two data sets could not be made. 

Conducted steady-state and transient simulations indicate that 
the flow distribution within the CCA bifurcation model was not 
significantly affected by the rheological blood model; however, 
some changes occurred. Similarly, Mendieta et al. [13] did not 
observe drastic changes – flow rate and flow patterns were similar 
between case studies. This is in contrast to the work of Gijsen et 
al. [10], who claimed that there is a considerable difference in 
velocity distribution between the Newtonian and Carreau–Yasuda 
models. According to their research, the non-Newtonian fluid was 
characterised by a flattened axial velocity profile and lower veloci-
ty gradients. However, no quantitative comparison was presented, 
and thus it is not clear whether the differences exceed 2%, 5% or 
10%. Moreover, we did not see any significant differences in the 
“old blood” volume remaining in the numerical domain at the end 
of the simulation. The largest deviation was far below 0.01 cm3. 
This suggests that rheology does not play a critical role in simulat-
ing blood flows in CCA models. Although the flow distribution was 
almost unaffected by the blood rheology (except for the Power 
Law model), we noticed a significant difference in the shear rate 
during the quantitative and qualitative evaluation. Additionally, 
high values of IG and IL parameters suggested that the blood 
model affected the flow haemodynamics. This statement and most 
of the presented results are in agreement with the findings of 
Shinde et al. [11], Razavi et al. [14], Gharahi et al. [35] and Mora-
dicheghamahi et al. [36]. The Newtonian fluid model underesti-
mated AAWSS, TAWSS and AAWSSG parameters, which is 
consistent with the research of Caballero and Lain [2]. The K-L 
model overestimated the aforementioned parameters, while the 
Cross model seemed to be the most prone to Newtonian behav-
iour – results were almost identical to those obtained for the New-
tonian fluid. Similar to the work of Moradicheghamahi et al. [36], 
the AAWSS values were the smallest for Newtonian fluid among 
all models (Power Law is an exception), while the OSI was the 
largest. 

As far as entire aorta case studies are concerned, the flow 
distribution was not significantly affected by the blood rheology; 
however, some changes could be observed. Thus, it appears that 
blood can be simplified to the Newtonian fluid model when the 
entire aorta geometry is analysed. The research of Karimi et al. 
[16] suggests that the Cross model generates considerably differ-
ent velocity distributions at lower shear rates (during diastole), 
which is opposed to the results of the performed simulations. 
Despite negligible differences in flow distribution, blood washout 

analysis showed significant discrepancies between rheological 
models of blood, reaching nearly 4 cm3 for the K-L model. By 
simplifying blood to a Newtonian fluid, it would not be possible to 
detect regions characterised by blood stagnation and blood clot-
ting. Moreover, it turned out that we obtained non-negligible dif-
ferences in the magnitude of the shear rate at several control 
planes. The largest discrepancy exceeded 115% for the Casson 
model at the superior mesenteric artery. A thorough analysis of 
the IG parameter showed that the intensity of the rheological 
model influence varied, depending on the cardiac cycle phase. At 
the beginning of systole, almost all blood models produced IG 
values above 0.15, i.e. above the threshold value presented by 
Karimi et al. [16]. Therefore, treating blood as a simple Newtonian 
fluid might be an oversimplification. When comparing the absolute 
differences among area-averaged WSS and TAWSS, they ap-
peared to be marginal. This may indicate that the blood rheology 
influence is negligible in the aorta model, which is in agreement 
with the research of Caballero et al. [2]. Additionally, after qualita-
tive analysis of WSS and TAWSS distributions, these authors 
concluded that the assumption of the non-Newtonian fluid is not 
necessary under pulsatile flow, since hardly any differences were 
visible in the figures. Such conclusions are consistent with the 
results of this research. However, when the maximum WSS val-
ues were analysed quantitatively, no higher absolute differences 
could be observed, reaching even 60 Pa. Therefore, despite small 
absolute differences of AAWSS and similar WSS distributions at 
the model wall, high differences in the maximum WSS and high 
percentage variation of all parameters suggest that blood should 
be modelled as a shear-thinning fluid for the aorta. 

In terms of intracranial arteries, the flow distribution remained 
nearly unchanged – all differences did not exceed 1%. Thus, it 
was demonstrated that the flow distribution does not depend on 
the chosen blood model. Additionally, hardly any differences could 
be detected in blood washout analysis, suggesting that blood can 
be treated as a Newtonian fluid when intracranial vessels are 
analysed. Such a result is in agreement with the work of Razavi et 
al. [37], who claimed that Newtonian fluid is a sufficient simplifica-
tion of the blood model when it comes to the cerebral vasculature. 
Moreover, not only negligible differences in flow distribution were 
obtained, but also WSS, TAWSS and WSSG did not change 
significantly when compared to the reference case. A similar 
observation could be made when analysing the shear rate at the 
investigated cross-sections. For example, the average difference 
between MPL and Newtonian models was only 1.6%. Additionally, 
the shear rate changes could only be observed in the free-flow 
regime, and thus they did not influence the parameters related to 
the stress exerted on the arterial walls (pressure and WSS). Fur-
thermore, the IG results were far below the thresholds suggested 
by two research teams, which supports the aforementioned 
statement [4,16]. Oliveira et al. [38] noticed a 50% overestimation 
of the maximum WSS values at intracranial aneurysm walls. 
However, when TAWSS and AAWSS were considered, the rela-
tive differences decreased to less than 7%. Nevertheless, they 
concluded that the non-Newtonian assumption of blood is recom-
mended when investigating the maximal WSS and OSI at systole 
peak. 

5. CONCLUSIONS 

We present a comprehensive study in which we analysed the 
influence of eight different rheological models of blood on the 



Zbigniew Tyfa, Piotr Reorowicz, Damian Obidowski, Krzysztof Jóźwik                        DOI 10.2478/ama-2024-0002 
Influence of Fluid Rheology on Blood Flow Haemodynamics In Patient-Specific Arterial Networks of Varied Complexity –  In-Silico Studies 

20 

numerical results. To ensure that valid conclusions were drawn, 
we performed in-silico investigations of blood flows in geometries 
of varying complexity (CCA bifurcation, entire aorta and cerebral 
vasculature). Thus, our research was not limited to only one type 
of the arterial configuration. Furthermore, this study was based on 
the analysis of numerous haemodynamic parameters and bioindi-
cators, including flow distribution, WSS, TAWSS, WSSG, OSI, IG, 
IL and shear rate. Moreover, we coupled the rheology assessment 
with the blood washout phenomenon. 

The main conclusion of this research is that all haemodynamic 
parameters, and their variation resulting from different blood mod-
els, are strictly related to the model geometry and imposed 
boundary conditions. The results obtained during this research 
indicate that blood can be simplified to the Newtonian fluid model 
when cerebral vasculature is analysed, whereas for the CCA 
bifurcation and large vessels network it should be modelled as a 
shear-thinning fluid. Therefore, regardless of the geometry topolo-
gy, boundary conditions and simulation type, it is more advisable 
to provide formulas that describe the non-Newtonian behaviour of 
blood. Otherwise, the simulation might be oversimplified while the 
results might be underestimated. 
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Abstract: The most common method of post-weld finishing is grinding with an abrasive tool. This finishing method leads to the occurrence 
of faults on the treated surface: locations missed or hardened twice, structural notches and stretching residual stress in the surface layer. 
The faults mentioned lead to the creation and development of ordinary as well as fatigue cracks, seizing or other damage. In addition, 
grinding is a process that often involves manual labour, which significantly increases the time required for finishing the procedure.  
Moreover, it is impossible to automate this process.  Also, grinding is a process that is damaging for both people and the environment.  
In contrast to grinding and other processes of post-weld surface finishing, the innovative method, which is the subject of this article,  
does not have the faults and inconveniences of the previously mentioned techniques. The post-weld surface finishing method by moving  
of the innovative multi-edge cutting tool along the weld bead is presented in this article. In this method, machining allowance is treated  
as the weld bead height, which is flush-removed with the base material in one step during one pass of the cutting tool. The adjacent teeth 
height of changing and increasing according to the direction of feed and the difference in height between the first and last teeth are equal 
to the weld bead height. The number of cutting teeth necessary to flush-finish the weld bead with the base metal surface depends  
on the difference in the first and last teeth height and how it is divided. The tooth length is greater than half of the distance between  
the adjacent cutting teeth, which enables finishing the heterogeneous post-weld surface with many defects and increased hardness.  
The innovative method is characterised by short machining time of the weld bead and provides an accurate, efficient and economical  
process. 

Key words: weld bead surface, physical model, broaching, multi-edge cutting tool 

1. INTRODUCTION 

In industrial enterprises, the most common method of post-
weld finishing of surfaces is grinding with an abrasive tool of 
different shapes and using different abrasive materials. This fin-
ishing method leads to the occurrence of faults on the treated 
surface. The faults include locations missed or hardened twice, 
which creates structural notches in the surface layer, while also 
collecting residual stress (stretching) in these locations. The faults 
mentioned lead to the creation and development of ordinary as 
well as fatigue cracks and seizing and other damage. During the 
operation of welded constructions, the fatigue limit can be re-
duced, which can result in the destruction of the welded elements 
[1]. In addition, grinding is a process that often involves manual 
labour, which significantly increases the time required for finishing 
and impossibility of automating  this process. Also, grinding is a 
process that is damaging for both people and the environment 
and necessitates the use of additional protective measures.  

The innovative post-weld finishing method is a process of me-
chanical cutting, in which weld bead is removed flush with the 
base material  in one pass of the tool. This process is character-
ised by the short machining time of the weld and high efficiency. 
In addition, this tool ensures a low level of deviations in terms of 
shape and position as well as exceptionally high machining accu-
racy and high quality of the surface layer with a surface roughness 
Ra = 0.32–2.5 [µm]. While helpful in eliminating unwanted welding 
defects on the bead surface due to the presence of cutting tool of 

the last two teeth of the same height and special geometry, the 
material removed in the form of chips accumulates in the chip 
flutes between adjacent blades. The shape and dimensions of the 
flutes depend on the shape, dimensions and properties of the 
weld bead material, the bead length and the feed per cutting 
edge. The feed value results from the design of the tool, with a 
gradual increase in the cutting teeth height, equivalent to the 
difference between adjacent edges  (increment per one tooth). 
Wear of a properly designed tool is slow as its edges have a long 
service life thanks to the increased resistance to shock loads 
caused by increased tooth length. The work of the tool can be 
carried out on horizontal and vertical presses or machines of 
various types and designs. Depending on where the force is 
applied to the tool, it will be subjected to stretching or compres-
sion. The post-weld surface finishing method offers cost-effective 
machining, eliminating the need for skilled operators. Moreover, it 
demonstrates the capability to cut multiple weld beads arranged 
consecutively (continuous cutting) and enables the potential au-
tomation of the finishing process. 

In the Polish patent document [2] can be seen a method and a 
device for grinding external longitudinal welds that involve grinding 
off the weld at a tangent to the surface of the external longitudinal 
weld and also along the weld with at least three passes of the 
grinder head preceded by rotation of the weld. The grinding 
equipment consists of a grinder head seated snugly in a support, 
a motor unit and a positioning device. The grinder head is fitted 
with a contact roller that is perpendicular to the line of the external 
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longitudinal weld and comprises a tension roller, grinding tape, 
guide roller and pressure spring. 

In patent document [3] can be seen a method and a milling 
machine for machining ridge welds of roller elements that have 
been joined together. The method involves movement of the ridge 
milling machine in a flat position, using chains, around the circum-
ference of the connected cylindrical elements placed on a rotator, 
with the milling cutter's end mill removing the excess from the 
ridge of the weld previously placed on the joint of the elements 
that have been joined together. The milling machine consists of a 
housing, a hydraulic drive block for the cutter with a mechanism 
for regulating the depth of the milling, a hydraulic drive block for 
turning the wheels used for moving the milling machine to the 
lateral surface of the joined roller sections using chains, rollers 
leading the miller along the weld groove, a mechanism for correct-
ing the movement of the cutter along the ridge of the weld and a 
mechanism for pulling the chains.  

 The application in the literature [4] discloses a method and 
device for machining a joint between two elements, in which a 
connecting material in the form of a weld is applied along the joint, 
then the joint of the connecting material is machined to a given 
cross-sectional shape by a profile cutting tool moved along the 
joint, and removing the outer layer from it, while at the same time 
clearing the machined outer layer by suction. What is advanta-
geous is that a polyurethane-based sealant can be used as the 
connecting material. The tool that is appropriate for this purpose 
includes a suction nozzle with a suction opening and a cutting tool 
mounted on its edge; this tool can remove and guide the upper 
weld layer of the connecting material into the suction opening for 
removal to the outside. 

In German patent document [5], it can be seen that the inven-
tion is related to a deforming and cutting broaching tool which has 
cutting and calibrating teeth and a deforming element fitted in front 
of the cutting teeth. The patent describes several design solutions 
of deforming and cutting tool for broaching holes and grooves. 
The main idea is the design of the deforming element with projec-
tions which result in a deforming and cutting broach, with the aid 
of which longitudinal grooves are formed on the surface to be 
machined, dividing this surface into sections which are limited in 
width. These sections are then machined from the incisors with 
continuous cutting edges. The width of the separated chip corre-
sponds to the width of the respective section. As a result, the 
otherwise indispensable execution of chip separation grooves on 
the cutting teeth of the broach is eliminated. Owing to the omis-
sion of rapidly wearing angular sections of the cutting edges, the 
service life of the cutting teeth is significantly increased. In addi-
tion, the design of the cutting teeth with a continuous cutting edge 
contributes to reducing the workload in the manufacture and 
sharpening of the deforming and cutting broach. Since the height 
of the projections of the deforming element essentially determines 
the overall infeed of the cutting teeth, the compaction of the metal 
takes place in the depth of the grooves thereby formed, and the 
cutting teeth of the broach cut off sections of uncompact metal, 
which makes it possible to cut not only soft metals but also be 
able to process metals with greater hardness. Most advanta-
geously, these forming and cutting broaches can be used for 
machining bores as well as for machining grooves and flat, 
stepped surfaces. 

However, the design solutions of the forming and cutting 
broaches presented in this patent cannot be used for post-weld 
surface finishing, although they have similar elements. First of all, 
during post-weld surface finishing, it is not permissible to pene-

trate deep into the base material and form a groove on the weld 
surface. The weld bead can only be removed flush with the base 
material. Otherwise, the welded joint loses its reliability. Therefore, 
the tool for post-weld surface finishing must be designed in such a 
way that the difference in the first and last teeth height is equal to 
the weld bead height and the teeth width is equal to the maximum 
of the weld bead width. The total number of teeth necessary to 
finish flush the weld bead with the base metal surface must de-
pend on the weld bead height (the difference in the first and last 
teeth height).  

In addition, the tool teeth must have a specific geometry and 
an increased tooth length, so that the cutting process can occur 
without destruction of the cutting edge in interrupted cutting condi-
tions with shock loads. The last teeth of the tool described in the 
patent are the calibration teeth. They serve to reduce the rough-
ness of the machined surface. However, when processing a weld, 
the surface roughness is not of great importance. A much more 
important challenge is the elimination of fractures, craters, pores 
and other weld defects. In contrast to the solutions shown in this 
patent, the method which is the subject of this invention satisfies 
all the requirements described above. 

In contrast to the grinding and other modern methods of post-
weld surface finishing, the process of weld bead broaching, which 
is the subject of this article, does not have the faults and incon-
veniences found previously [6, 7]. 

2. RESEARCH MATERIALS AND METHODOLOGY 

For processing various complex surfaces of different dimen-
sions, shape and quality within one machining cycle (e.g. welded 
surfaces), it is necessary to use a non-standard cutting tool with a 
specialised design adapted to specific conditions: a multi-edged 
tool for post-weld surface finishing, thanks to the appropriate 
shape and cutting teeth location, correctly adjusted to the finishing 
conditions on the basis of strength calculations. This tool is used 
in the following conditions: intermittent cutting caused by the 
shape and properties of the weld bead surfaces, uneven machin-
ing allowance, variable number of simultaneously working (active) 
edges, discontinuity of the machining process, periodically chang-
ing or impact loads on the cutting, heterogeneity of the weld bead 
material and increase in tool wear. 

These types of finishing conditions are characterised by varia-
ble loads on the cutting tool due to a cyclical cutting of the edges 
into the bead when the cutting force changes from Pmin = 0 to 
Pmax, causing non-cyclic loads. 

The invention makes it possible to finish complex weld bead 
surfaces of various shapes and dimensions, various grades of 
steel and alloys, as well as automating the process, increasing 
efficiency and reducing the labour intensity of the machining 
process.  

A tool which is a physical model of the broaching process was 
used for the research in the first phase [8–10]. Therefore, in order 
to carry out the research, a cutting tool of a special design was  
manufactured with changing cutting elements made of high-speed 
steel SW7M (HS6-5-2); then it underwent heat treatment (harden-
ing at a temperature of 1,250°C and tempering at a temperature 
of 560°C to a hardness of HRC 62–65). The cutting element 
geometry was identical to the innovative cutting tool geometry 
which was used for weld bead broaching [10]. Four samples with 
the dimensions shown in Fig. 1. made of S235JR steel were 
prepared for testing. 
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Fig. 1. Test sample displaying dimensions in millimetres 

Samples were prepared for machining on the SZ-400 Planer, 
with welded samples using the different methods before and after 
planning, as shown in Fig. 2. 

 
Fig. 2. Welded beads before and after planning: a) semi-automatic  

 welding machine, welding amperage  Iweld ≈ 95A; b) semi- 
 automatic welding machine, CO2,  Iweld  ≈ 110A; c) semi- 
 automatic welding machine, CO2; Corefil 100R Metalweco  
 wire Ø 1.2 mm; Iweld ≈ 90 – 110A; d) manual metal arc welding  
 (MMA), Iweld ≈ 90A 

The experiment has shown a stable cutting process with good 
quality of the treated surface. Therefore, we started the second 
phase of the research related to the calculation and design of the 
non-standard multi-edge cutting tool, the fixture for its fastening 
and the choice of the machine for testing of the  innovative 
method in an industrial environment. 

3. CALCULATIONS AND DESIGN 

In order to prepare the multi-edged tool for post-weld surface 
finishing intended for machining a specific batch of weld-joints, it 
is necessary to design it using existing calculation methods [11–
17], but also applying new non-standard solutions.  

In order to calculate and design the multi-edged tool, a set of 
welded joints were prepared using various welding methods 
(MMA, MIG, TIG). The test samples were made of S235JR steel 
and were prepared for testing as shown in Fig. 3. 

First of all, the machining allowance qp is determined. When 
finishing the weld bead flush with the base metal surface, the 
allowance qp is treated as the weld bead height Hs (Fig. 4), which 
is limited by the surfaces of the finished object ap and the weld 

bead as and is equal to the difference in the first and last cutting 
teeth height. 

 
Fig. 3. Welded joints produced using various welding methods: a) MMA;  

  b) MIG; c) TIG 

  
Fig. 4. Weld bead elements 

In order to determine the machining allowance qp it is 
necessary to  measure the weld beads height Hs, then statistical 
analysis of measuring results is carried out. Before calculation and 
designing of the cutting tool, the maximum dimensions of the weld 
beads are determined for processed seams in the batch. On the 
basis of the analysis performed, the extreme weld bead height Hs 
and the weld bead width Bs are determined (Fig. 4). In the welded 
samples under consideration, the maximum weld bead height 
Hsmax = 3 mm and the maximum weld bead width Bsmax = 15 mm. 
Consequently, the machining allowance qp = Hsmax = 3 mm. After 
determining the machining allowance qp, the value of the feed per 
tooth a (thickness of cut layer) needs to be established. The 
division of the allowance at rectilinear edges is the division of the 
allowance thickness on the total width of the machining (Fig. 5).  

 
Fig. 5. Division of machining allowance at rectilinear cutting edges  

In the example, the thickness of the layer being cut is a = 0.2 
mm. Its value was selected with reference to the shape and 
geometry cutting teeth, the type of the material being processed 
and the technical capabilities of the machine tool (press). 

The next step in the design of the tool is to determine the 
geometry of the cutting edge. For finishing flat surfaces, cutting 
teeth are made with an inclination of angle ω°, which reduces the 
concentration of the cutting force on the cutting edge. The angle 
of inclination of the cutting edges can be 0°, 10°, 15° or 20° [14]. 

The direction of chip flow depends on the inclination angle of 
the edge and should ensure free removal of chips from the 
surface of the workpiece without the interaction of the cut material 
(chips) with adjacent cutting teeth. After selecting the angle of 
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inclination of the cutting edge, a checking process to determine 
whether the value of the lateral cutting force Px, arising at ω ≠ 0 ° 
(Fig. 6), will not push the cutting tool away. 

 
Fig. 6. The system of cutting forces in tools with the inclination  

  of the cutting edges [14] 

In the case shown in Fig. 6a, the direction of the side force Px 
will press the cutting tool against the tool body and will not 
adversely affect the machining process. However, in the case 
shown in Fig. 6b, the direction of the side force Px will cause 
repulsion, which may have a negative impact on the machining 
accuracy and will require the use of additional equipment 
(compensators). However, the use of inclined edges complicates 
the tool-making process and increases the time required and cost. 
For these reasons, ω = 0° was assumed [14]. 

 To ensure reliable operation of the tool under shock loads, it 
was necessary to strengthen the teeth of the tool. The 

approximate value of the cutting teeth pitch 𝑃𝑝 is determined 

using the formula: 

𝑃𝑝 = (2.25 … . 3)√𝐿                                                                 (1) 

where 𝐿  is the weld bead length in millimetres, ensuring trouble-
free chip removal. 

At the same time, tooth length dimension 𝑔 was increased, 
strengthening the cutting edge, without changing the length of 

flute 𝑘, which is set using the following formula: 

𝑘 = (1.05 … 0.95)√𝐿                                                                     (2)     

The edge height h is determined in the range: 

ℎ = (0.55 …  0.7)√𝐿                                                                       (3)    

The rake angle γ of the cutting edges is determined depend-
ing on the type and properties of the processed material. A rake 
angle of γ = 20 ° is used. The application angle α is determined 
depending on the machining stage [15]: stripping blades α = 3°; 
cutting edges α = 2…3°; finishing edges α = 1° and spare edges 
α = 0°30´. In the example, the application angle is α = 3°[14].  

The remaining parameters of cutting tooth are determined us-
ing the formula: 

𝑔 = 𝑃𝑝 − 𝑘,   𝑟 = (0.5 … 0.6)ℎ,  𝑅 = (0.65 … 0.8)𝑃𝑝         (4)                   

where 𝑃𝑝 is the pitch value of cutting teeth, 𝑔 is the tooth length, 

𝑘 is the flute length, 𝑟 is the radius of the bottom of the flute and ℎ 
is the edge height.  

After determining the geometry of the cutting teeth, the 
strength of the multi-edged tool for post-weld surface finishing is 
checked, depending on the cutting forces. Changes in cutting 
force values when machining welded surfaces can be caused by 
the difference in the height of the removed weld, a variable num-
ber of simultaneously working (active)  teeth, a change in the 

properties (heterogeneity) of the processed post-weld material, 
and the formation and disappearance of build-ups in the chip 
formation process. 

 Depending on the value of the change in cutting force F, 
there are three varieties of tool load [11]: constant, periodically 
varying from Fmin to Fmax and pulsating.  

The variation of the tool load can be determined by the follow-
ing coefficients: 

 load constancy factor 𝑢: 

𝑢 =
𝐹𝑠

𝐹𝑎
                                                                                (5)  

where 𝐹𝑠 is the average value of the cutting force and 𝐹𝑎 is the 
amplitude of the cutting force.  

𝐹𝑠 =
𝐹𝑚𝑎𝑥+𝐹𝑚𝑖𝑛

2
,       𝐹𝑎 =

𝐹𝑚𝑎𝑥−𝐹𝑚𝑖𝑛

2
                                      (6) 

 the load variation coefficient 𝑒 is the inverse of the load 
constancy coefficient:  

𝑒 =
1

𝑢
=

𝐹𝑎

𝐹𝑠
                                                                                (7) 

 load cycle asymmetry coefficient 𝑟: 

𝑟 =
𝐹𝑚𝑖𝑛

𝐹𝑚𝑎𝑥
                                                                                    (8)                         

 the dynamic load factor 𝜁 is the inverse of the load cycle 
asymmetry factor:  

𝜁 =
1

𝑟
=

𝐹𝑚𝑎𝑥

𝐹𝑚𝑖𝑛
                                                                              (9) 

In the process of innovative weld finishing, we assume tool 
loads periodically varying from Fmin to Fmax. This variation depends 
on the number of simultaneously working (active) edges contained 
in the range from  

𝑍𝑚𝑖𝑛 = 2 to 𝑍𝑚𝑎𝑥 = 8, where 𝑍𝑚𝑎𝑥 = 𝑍𝑚𝑖𝑛 + 1. 

The load variation coefficients will be [11,12]: 

𝑢 =
𝐹𝑠

𝐹𝑎

=
𝐹𝑚𝑎𝑥 + 𝐹𝑚𝑖𝑛

𝐹𝑚𝑎𝑥 − 𝐹𝑚𝑖𝑛

=
𝐹𝑧𝑍𝑚𝑎𝑥 + 𝐹𝑧𝑍𝑚𝑖𝑛

𝐹𝑧𝑍𝑚𝑎𝑥 − 𝐹𝑧𝑍𝑚𝑖𝑛

= 

 

 =
𝐹𝑧(𝑍𝑚𝑖𝑛+1)+𝐹𝑧𝑍𝑚𝑖𝑛

𝐹𝑧(𝑍𝑚𝑖𝑛+1)−𝐹𝑧𝑍𝑚𝑖𝑛
= 2𝑍𝑚𝑖𝑛 + 1;  

 

𝑒 =
1

𝑢
=

𝐹𝑎

𝐹𝑠

=
1

2𝑍𝑚𝑖𝑛 + 1
; 

 

𝑟 =
𝐹𝑚𝑖𝑛

𝐹𝑚𝑎𝑥
=

𝑍𝑚𝑖𝑛

𝑍𝑚𝑖𝑛 + 1
;                                                             

 

𝜁 =
1

𝑟
=

𝐹𝑚𝑎𝑥

𝐹𝑚𝑖𝑛
=

𝑍𝑚𝑖𝑛+1

𝑍𝑚𝑖𝑛
                                                          (10) 

 

The numerical values of the coefficients are shown in Tab. 1. 

Tab. 1 Numerical values of coefficients of variation of tool loading 

Number of simul-
taneously operat-

ing edge 

Load variation coefficients 

    𝒖        𝒆        𝒓        𝜻 

from 1 ….2 5 0,200 0,667 1,500 

3 7 0,143 0,750 1,333 
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4 9 0,111 0,800 1,250 

5 11 0,090 0,833 1,200 

6 13 0,077 0,857 1,167 

7 15 0,067 0,875 1,143 

8 to 10 17 0,059 0,889 1,125 

From the analysis of the above numerical dependence of the 
coefficient values, the obvious conclusion is that as the number of 
simultaneously working (active) edges increases, the load varia-
tion decreases. 

As shown above, the cutting force when machining post-weld 
surfaces varies from Fmin to Fmax. On the other hand, the cutting 
force can take over not only positive values, but also be zero Fmin 
≥ 0. At the moment when the active blades of the cutting tool lose 
contact with the machined surface, the value of the cutting force of 
the smallest Fmin = 0. The actual change in forces takes place only 
in the positive range, and the stresses on the tool material caused 
by the action of such a cutting force will carry the same character. 

 𝐹 ∈ [0– 𝐹𝑚𝑎𝑥], 𝜎 ∈ [0– 𝜎𝑚𝑎𝑥]                                            (11)                                           

Unilateral alternating stresses 𝜎𝑗  can be compared with the fa-

tigue strength 𝑍𝑗  of the tool material. Then the allowable 

es 𝑘𝑗 are determined relative to the fatigue strength after assum-

ing a certain value of the safety factor 𝑥𝑧 :  

𝜎𝑗 =
𝐹𝑚𝑎𝑥

𝐴
≤ 𝑘𝑗,   𝑘𝑗 =

𝑍𝑗

𝑥𝑧
=

0,6∙2100

4,85
= 260 𝑀𝑃𝑎               (12)                                  

The value of the fatigue strength for unilateral stresses of 
high-speed steel (approximately) is expressed in relation to the 

static strength 𝑅𝑚 with the relation  𝑍𝑗 = (0.5 … 0.75)𝑅𝑚.  

For the design of the tool, we adopted the material high-speed 
steel SW7M (HS6-5-2) subjected to heat treatment (quenching at 
1,250°C and tempering at 560°C to hardness HRC 62–65). For 
this material, we assume an intermediate value 𝑍𝑗 = 0,6𝑅𝑚 and 

an ultimate strength 2,100 MPa. 

We determine the safety factor 𝑥𝑧from the formula:  

𝑥𝑧 = 𝛽𝛾𝛿 = 1.72 ⋅ 1.39 ⋅ 2.03 = 4.85                               (13)        

where 𝛽 is the stress concentration factor (𝛽 = 1.72), it depends 

on the condition of the surface layer; 𝛾 is the tool size factor (𝛾 =

tor (𝛾 = 1.39)and  𝛿 is the actual safety factor (𝛿 = 2.03). 
The actual safety factor can be expressed by the product of 

four partial coefficients:   

𝛿 = 𝛿𝐼𝛿𝐼𝐼𝛿𝐼𝐼𝐼𝛿𝐼𝑉 = 1.35 ⋅ 1.05 ⋅ 1.3 ⋅ 1.1 = 2.03               (14)           

where 𝛿𝐼 is the material strength spread factor  (𝛿𝐼 = 1.35); 

𝛿𝐼𝐼  is the material control quality factor (  𝛿𝐼𝐼 = 1.05; 1.1; 1.15 ); 

𝛿𝐼𝐼𝐼  is the tool validity factor  (𝛿𝐼𝐼𝐼 = 1.3); 𝛿𝐼𝑉 is the machining 
quality factor (rough machined  (𝛿𝐼𝑉 = 1.04 … 1.07) or raw 
 (𝛿𝐼𝑉 = 1.07 … 1.1)). All values of the coefficients are selected for 
the conditions of approximation for broaching (pushing) of post-
weld surfaces with the SW18 high-speed steel tool based on the 
data in the publication [12]. 

When designing a pushover, it is necessary to check the con-
ditions of compressive strength and buckling.  

 The compressive stress that occurs in the pusher material 
should be less than its permissible value: 

𝜎𝑐 =
𝐹

𝐴
≤ 𝑘𝑐                                                                              (15) 

where 𝜎𝑐  is the compressive stress; 𝐹 is the compressive force of 
the pusher ; A is the area of the dangerous smallest section and 

𝑘𝑐is the permissible compressive stress.  
When the compressed tool has a high slenderness the danger 

of buckling arises. The slenderness of the pusher is determined 
from the formula:   

𝜆 = 𝐿√
𝐴

𝐽𝐴
                                                                          (16)               

where  𝐿 is the length of the pusher and 𝐽𝐴 is the moment of 
inertia in mm4 of the dangerous cross-sectional area 𝐴 = 𝐵𝐻 
mm2. 

Taking into account that the moment of inertia of a rectangular 
section is: 

𝐽𝐴 =
𝐵𝐻3

12
                                                                                   (17) 

is determined: 

𝜆2 =  12𝐿2 𝐵𝐻

𝐵𝐻3 =
12𝐿2

𝐻2                                                            (18) 

Elastic buckling of the pusher occurs when the critical value of 
compressive stress is reached, calculated from Euler's formula:    

𝑅𝑘𝑟 =
𝑘0𝐸

𝜆2                                                                                           (19)                                      

where  𝑘0 is a coefficient that depends on how the ends of the 

pusher are fixed (𝑘0 = 9.87), 𝐸 is the the longitudinal modulus of 
elasticity for high-speed steel 𝐸 = 2.2 ⋅ 105 MPa. 

After calculating the permissible compressive stresses and 
buckling of the pusher, the lower value from these calculations is 
taken for further design. 

The final design stage involves the creation of a dimension ta-
ble for the teeth of the multi-edged tool, determining its total length 
and preparing a shop drawing for the tool. Before creating the 
table, it is necessary to determine the nominal values of the total 
height of the cross-section for each tooth.  

The final design stage involves the creation of a dimension ta-
ble for the teeth of the multi-edged tool, determining its total length 
and preparing a shop drawing for the tool. Before creating the 
table, it is necessary to determine the nominal values of the total 
height of the cross-section for each tooth. 

The value of the section height of each successive teeth in-

creases by the value of the feed per one tooth 𝑎 (thickness of the 

cut layer). So the height of the 𝐻𝑖  – tooth is given by the formula: 

𝐻𝑖 = 𝐻1 + (𝑖 − 1)                                                                  (20) 

The table is filled in until the shop drawing is started and it 
contains the numbers of all the teeth in turn, their height with 
deviations and the value of the application angle α° as appropriate 
for each group of the teeth (Tab. 2). 

The total number of teeth 𝑍𝑜necessary to finish flush the weld 
bead with the base metal surface is dependent on the weld bead 
height (the difference in the first and last teeth height – machining 
allowance 𝑞𝑝: 

𝑍𝑜 =  
𝑞𝑝

𝑎
+ 1                                                                            (21) 

where 𝑎 is the thickness of the cut layer in millimetres.  
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Tab. 2. Parameters of cutting teeth 

 
The one in the above dependence results from the fact that 

the first tooth is made of the same dimensions as the leading part, 
so it does not participate in the cutting process. The total number 
of teeth was increased by adding the penultimate and last teeth, 
which have the same height to eliminate crack, craters, pores and 
other weld defects. 

The cutting tool is then manufactured in a traditional manner 
in accordance with the calculated parameters and specific cutting 
tooth geometry [10–12]. It is mounted in the machine tool or press 
holder, and moved along the weld bead.  The weld bead can only 
be removed flush with the base material. Otherwise, the welded 
joint loses its reliability. 

4. TECHNOLOGY DEVELOPMENT 

The thesis of the process of creating an innovative method is 
effective removal of the weld root (face) in open areas with 
different types of welded joints with a guarantee of maintaining 
shape accuracy and high requirements to the quality of the 
surface layer while ensuring the safety of work and the non-
obtrusiveness of the process to man and the environment. 
According to the stated thesis, several important assumptions 
were formulated, which were taken into account during the 
development of innovative weld finishing technology: 

 the machining process of the cutting tool that is the subject of 
the present invention is a machining process of chip 
machining, in which the entire machining allowance must be 
cut within one pass of the tool;  

 such a process is to provide a short weld machining cycle time 
and high productivity;  

 the tool is to provide low deviations in shape and position and 
high machining accuracy and surface layer quality with a 

surface roughness of no more than Ra = 0.32–2.5 [μm];  

 the invention must make it possible to machine complex weld 
surfaces of different dimensions, from different steels and 
alloys; 

 the method is to increase productivity and reduce the labour 
intensity of the machining process. 
The Hydraulic Broaching machines BM25 NARGESA was 

chosen for the implementation of this technology. The machine 
BM25, has been thought for small medium productions and is 
characterised by its great versatility, reliability, easy use, fast 
setting up, effectiveness and incorporates all safety devices ac-
cording to CE regulations. The majority characteristics of the 
machine are  motor power – 2,2 Kw; 3-phased tension – 230/400 
V; hydraulic power – 10 t; max. broaching capacity – 25 mm; 
working speed – 24 mm/s; return speed – 54 mm/s and bench 
dimensions – 420 mm x 420 mm. 

The specialised device  shown in Fig. 7 was designed and 
manufactured for homing and fixing the sample (welded joint) and 
the cutting tool.   

 
Fig. 7. The device for realising the innovative post-weld  

  finishing method [18] 

As a result of the design and calculations, the weld beads fin-
ishing technology was developed in accordance with the innova-
tive method (Fig. 8).  

 
Fig. 8.  Finishing of the butt weld joint using the innovative method  

  and tool [18, 19] 

In order to verify (test) the developed technology, samples of 
butt welded joints were made of different materials: unalloyed 
structural steel, stainless steel and aluminium alloy were 
subjected to mechanical treatment. The samples after removing 
the weld face according to the innovative method are shown in 
Fig. 9. 

 
Fig. 9. Weld bead after the finishing [18, 19]: a) stainless steel 1.3964; 

 b) aluminium alloy PA47(7020); c) unalloyed steel S235JR  

Angle of application α = 3° 

Deviation - 0.02 

Tooth number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

Tooth height 𝑯𝒊, mm 30.0 30.2 30.4 30.6 30.8 31.0 31.2 31.4 31.6 31.8 32.0 32.2 32.4 32.6 32.8 33.0 33.0 
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After conducting extensive testing of the innovative method, 
numerous benefits and advantages have been unveiled: 

 short processing time;  

 high productivity and high accuracy;  

 low deviations in shape and position;  

 high quality of the surface layer;  

 the possibility of automating the process; 

 reduction of production costs; 

 low environmental nuisance; 

 applicability of the weld processing solution in a wide range of 
products from different steels and alloys; 

 does not require complex machinery; 

 short implementation process;  

 the possibility of machining welds of different shapes and 
dimensions, made by many welding methods. 
The proposed method of post-weld surface finishing will find 

wide application in the production processes of welded structure 
elements and subassemblies and machine parts made using 
welded methods. The data of the world-wide solution can be 
successively used in various industries, that is: marine 
engineering, aerospace, armament, railroad and other mechanical 
engineering industries. 

5. CONCLUSIONS 

The innovative method is characterised by the short 
machining time of the weld bead and high efficiency. In addition, 
the innovative multi-edge cutting tool is used  for weld bead 
finishing and ensures a low level of deviations in terms of shape 
and position as well as exceptionally high machining accuracy and 
high quality of the surface layer. While helpful in eliminating 
welding defects on the bead surface due to the presence on 
cutting tool of the last two teeth of the same height and special 
geometry of cutting teeth, wear of a properly designed tool is slow 
as its edges have a long service life thanks to increased 
resistance to shock loads caused by specialised tooth geometry 
based on strength calculations. The innovative weld bead finishing 
method provides economical machining, not requiring qualified 
operators, as well as the ability to cut many weld beads set in a 
row (continuous cutting), and the possibility of automating the 
finishing process. The versatility of the solution allows for the post-
weld surface broaching  of various types of steel and alloys using 
the overwhelming majority of welding methods. This solution 
exhibits no detrimental effects on individuals or the surrounding 
environment, while also complying with all emission standards 
and regulations. This invention provides accurate, efficient and 
economical post-weld finishing. 
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Abstract: In adaptive model-based control systems, determining the appropriate controller gain is a complex and time-consuming task due 
to noise and external disturbances. Changes in the controller parameters were assumed to be dependent on the quadcopter mass, which 
was the process variable. A nonlinear model of the plant was used to identify the mass, employing the weighted recursive least squares 
(WRLS) method for online identification. The identification and control processes involved filtration using differential filters, which provided 
appropriate derivatives of signals. Proportional integral derivative (PID) controller tuning was performed using the Gauss–Newton optimisa-
tion procedure on the plant. Differential filters played a crucial role in all the developed control systems by significantly reducing measure-
ment noise. The results showed that the performance of classical PID controllers can be improved by using differential filters and gain 
scheduling. The control and identification algorithms were implemented in an National Instruments (NI) myRIO-1900 controller.  
The nonlinear model of the plant was built based on Newton’s equations. 

Key words: UAV drone, mechatronics, adaptive control systems

1. INTRODUCTION 

The quadrotor has many benefits, such as being highly ma-
noeuvrable, having a small size and simple structure and being 
able to take off and land vertically. It can also fly at low speeds 
and stay stationary in the air [1]. However, with six degrees of 
freedom and only controlled by four inputs, it brings complexity to 
its position and attitude control [2–4]. 

A good position and attitude controller are crucial to designing 
and controlling such a complex system. In control, extensive 
research has been undertaken for linear and nonlinear control 
techniques applied to the system. Among them, we find propor-
tional integral derivative (PID) [5–7], linear quadratic regulator 
(LQR) [8, 9], backstepping control (BC) [10] and sliding mode 
control (SMC) [11–14]. Controllers (other than PID) are described, 
for example, in a study mentioned in Ref. [15] (a neural network-
based controller). The PID controller is the most commonly used 
control technique and successfully implemented in the existing 
system. The PID controller’s popularity is due to its simple struc-
ture, being easy to design and being easy to tune with satisfactory 
practical implementation performance [16]. 

In a study mentioned in Ref. [17], the PID controller with an 
extended Kalman filter was used to control and stabilise the quad-
rotor’s altitude and attitude angle. The extended Kalman filter was 
used to filter out the sensor and system noises to stabilise the 
quadrotor's altitude (3.8 [s]) and attitude angle (5.8 [s]). 

A comparative study between PID, proportional derivative 
(PD) and SMC controllers was conducted [13]. The simulation 
result showed that the SMC controller has a faster stabilisation 
time of approximately <3 [s] than PD and PID controllers. None-
theless, it produces a large pitch and roll angle, making it unfa-
vourable in the real-world condition. 

In a study mentioned in Ref. [18], a nonlinear PID-type con-
troller was presented to guarantee the motion control of the quad-
rotor. The existence of gains was proven by using a Lyapunov-like 
analysis [19–21], where the quadrotor system's nonlinear dynam-
ics were considered. The authors concluded that the nonlinear 
PID-type controller they proposed could give better performance 
than conventional PID and sliding mode controllers since it can 
provide better tracking accuracy. 

A minimal amount of research presents actual experimental 
results – most of them are simulations only. Outstanding results of 
aggressive trajectory tracking by a quadcopter have been de-
scribed in the study mentioned in Ref. [22]. The authors pro-posed 
a multi-layer control structure: a combination of PD controllers, 
incremental nonlinear dynamic inversion (INDI) controllers and 
exploitation of the differential flatness of the quadcopter dynamics. 
The complete control system tracked the position and yaw angle 
and their derivatives of up to fourth order, specifically velocity, 
acceleration, yaw rate and yaw acceleration. 

National Instruments (NI) company products, especially their 
embedded myRIO-1900 devices, are exceptionally well-suited for 
handling advanced processing tasks needed in complex and 
demanding applications, including the practical deployment of 
various flight control systems for unmanned aerial vehicles 
(UAVs) [23]. With its well-designed architecture and robust 
onboard features such as a three-axis accelerometer, analogue 
IO extensions and a Wi-Fi module, the myRIO-1900 platform 
represents a highly promising embedded solution for the real-
world implementation of diverse and intricate flight control sys-
tems. Additionally, the associated LabVIEW Real-Time (RT) soft-
ware tool capitalises on deterministic execution and ensures the 
highest level of reliability. 
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The implementation of the developed adaptive procedure was 
made possible, thanks to the dual-core processor, which, in RT, 
handled the variable mass identification procedure on one core 
and the control procedure on the other. 

Adaptive controllers are control systems that can adjust their 
parameters or structure based on changes in the system or envi-
ronment. The primary goal of adaptive controllers is to maintain 
system performance and stability under varying operating condi-
tions, such as changes in load, disturbances or system parame-
ters. Adaptive controllers can be divided into two groups: control-
lers with gain scheduling, where parameters are scheduled using 
predefined look-up tables, and self-tuning controllers, where 
parameters are continuously estimated and updated online. 

An adaptive control system based on a model is a type of con-
trol system that uses a mathematical model of the system being 
controlled to adjust its parameters in RT. The mathematical model 
is usually a simplified representation of the plant, which allows for 
a better understanding of the system’s behaviour and can be used 
to predict how it will respond to changes in the control inputs. 

Adaptive control systems have been successfully applied in a 
wide range of appli-cations, including robotics, aerospace and 
manufacturing. However, developing an accurate model of the 
system can be challenging, and the system's performance may be 
limited by the accuracy of the model. 

Gain scheduling refers to a system where the controller pa-
rameters depend on the measured operating conditions. Gain 
scheduling is effective for systems whose dynamics changes with 
changing operating conditions. Gain scheduling involves modify-
ing the gains of P, I and D terms according to the state of the 
system. This method works best for systems whose changes in 
dynamics can be predicted so that the predetermined gains can 
be calculated and applied. Thus, it is possible to define multiple 
sets of PID parameters for gain scheduling. 

Adaptive control is commonly used to control plants where 
considerable changes in the operating conditions occur. The 
variations may be due to disturbances or changes in the plant 
parameters. One of the ways to handle this problem is to apply 
continuous adjustment of the control parameters according to the 
plant parameters. The variable parameter can be measured or 
assessed by identification [24]. In the case of a quadcopter, the 
variable parameter is its total mass. The mass of a plant may 
change when it is used for transport purposes; it will increase 
when it carries a payload. The mass is an important factor affect-
ing the optimal setpoints of the quadcopter controllers. The control 
process can be largely improved by employing controllers with 
gain scheduling. The mass, used as a process variable, can be 
assessed through online identification; there is no need to employ 
additional sensors. This approach is easy to implement for any 
plant, and it is not necessary to change its design. 

This study analyses the dynamics of a UAV with four rotors 
[25], where adaptive controllers are PID controllers with gain 
scheduling. The identification of the process variable, i.e. drone 
mass, involved nonlinear parametrisation and differential filtration 
to obtain appropriate signals and their derivatives. 

In this publication, the authors have addressed several key 
topics: 

They developed a method for tuning PID controller parame-
ters specifically tailored for a quadcopter. 

They conducted experimental trials to carefully select the pa-
rameters of differential filters. This step is crucial to ensure the 
stable operation of the control system and ac-curate identification 
of the quadcopter’s mass. 

The authors also proposed an innovative on-line identification 
method for determining the quadcopter’s mass using differential 
filters. This method allows for RT mass estimation during flight. 

Furthermore, they developed a control system that incorpo-
rates gain scheduling, and this system utilises the insights gained 
from the implementation of differential filters. The gain scheduling 
aspect ensures that the controller adapts to varying conditions. 

Studies in this area have investigated the effectiveness of var-
ious control methods, such as LQRs [26, 27], sliding mode con-
trollers [28, 29] and fuzzy logic controllers [30, 31]. The most 
commonly used type of controllers is PID controllers. Although 
they are common in quadcopters [32–34], it is still problematic to 
choose appropriate PID settings. One way to deal with this prob-
lem is to optimise the control criteria, e.g. error integral. In this 
study, the desired setpoints of PID controllers were selected by 
optimising the integral criterion. All the experiments were carried 
out for a quadcopter mounted on a test rig, which had four de-
grees of freedom. The control system was composed of four PID 
controllers responsible for altitude, roll, pitch and yaw. The control 
system was built using an NI myRIO-1900 controller and Lab-
VIEW software [35]. 

2. MATHEMATICAL MODEL OF THE QUADCOPTER 
DYNAMICS 

During mathematical modelling (Fig. 1), physical parameters 
are described in three different systems, i.e. the Earth system 
(EF), robot system (local BF) and auxiliary system (SF). The 
relationship between the EF, BF and SF is shown in Fig. 1b. In the 
notation of the mathematical model, all physical quantities, except 
Euler angles, are expressed in the local coordinate system BF. 
Euler angles are the angles between the system of BF and SF (or 
EF). 

The mathematical model was derived using Newton’s 
equations of motion. The quadcopter (Fig. 1a) is assumed to have 
six degrees of freedom. 

The drone's altitude and attitude q coordinates, represented 
by the vector (1), consist of six parameters. The first three 
parameters determine the drone's position in space, while the 
other three determine its orientation or rotations: 

q = [𝑥 𝑦 𝑧 φ θ ψ]𝑇                                        (1) 

where x, y, z are position coordinates and φ, θ, ψ are roll, pitch 
and yaw about the respective coordinate axes. 

The first step is to theoretically determine the angular velocity 
in the local coordinate system, in the same way as that described 
in a previous study mentioned in Ref. [36]: 

Ω = [

ω𝑥

ω𝑦

ω𝑧

] = [
φ̇
0
0

] + R𝑥 [
0
θ̇
0
] + R𝑥R𝑦 [

0
0
ψ̇

]                        (2) 

where Rx is the rotation matrix for a rotation by the angle φabout 

the x axis, Ry is the rotation matrix for a rotation by the angle θ 
about the y axis, Rz is the rotation matrix for a rotation by the 
angle ψ about the z axis and ω𝑥 ,ω𝑦,ω𝑧are angular velocities in 

the local coordinate system, which can be written in the following 
matrix form:  

Ω = P1 Θ̇                                                                       (3) 
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where 

P1  = [

1 0 −sinθ
0 cosφ sinφcosθ
0 −sinφ cosφcosθ

] , Θ̇ = [

φ̇

θ̇
ψ̇

]                        (4) 

 
(a) 

 
(b) 

Fig. 1. Quadcopter (a) and modelling systems (b) 

The next step is to calculate the inverse of the matrix P1  

P2  = (P1)
−1 = [

1 sinφ tanθ cosφ tanθ
0 cosφ −sinφ
0 sinφsecθ cosφsecθ

]        (5) 

Finally, knowing the matrix P2, which is dependent on the 
angular velocity of the auxiliary coordinate system, we can define 
the Euler rates as follows: 

Θ̇ = P2Ω                                                                        (6) 

The next step is to define the linear acceleration using New-
ton’s second law of motion. The general form equation for linear 
acceleration can be expressed using vectors: 

𝑚a = F − F𝑔 − F𝐶𝑜 − F𝐶𝑤                                        (7) 

where m is the quadcopter mass, a is the linear acceleration 
matrix, F is the sum of thrusts produced by all the motors, Fg is 
the gravitational force, FCo are Coriolis forces resulting from the 
quadcopter rotations and FCw are Coriolis forces resulting from the 
rotors rotations. 

As can be seen from Eq. (7), the constraint is the force 
decreased by the gravitational force and the Coriolis forces. The 
gravitational force Eq. (8) can be defined as a force projected from 
the local coordinate system to the auxiliary system. The 
gravitational acceleration g is thus multiplied by the total mass of 

the quadcopter and the rotation matrixP2: 

F𝑔 = P2 𝑚 [
0
0
𝑔
] = [

−𝑚𝑔sinθ 
𝑚𝑔sinφcosθ 
𝑚𝑔cosφcosθ 

]                                        (8) 

The first of the Coriolis forces results from the rotation of the 
entire quadcopter: 

F𝐶𝑜 = 2𝑚  Ω × v = 2𝑚 [

𝑣𝑧ω𝑦 − 𝑣𝑦ω𝑧

𝑣𝑥ω𝑧 − 𝑣𝑧ω𝑥

𝑣𝑦ω𝑥 − 𝑣𝑥ω𝑦

]                      (9) 

where vis the linear velocity matrix and 𝑣𝑥 , 𝑣𝑦,𝑣𝑧 are linear 

velocities in the local coordinate system. 
The second of the Coriolis forces results from the rotations of 

the rotors: 

F𝐶𝑤 = 2𝑚𝑤Ω𝑤 × v = 2𝑚𝑤 [
−𝑣𝑦(ω1 + ω2 + ω3 + ω4)

𝑣𝑥(ω1 + ω2 + ω3 + ω4)
0

] 

                                                                            (10) 

where the sum of rotors angular velocity matrix Ωw can be 
expressed as follows: 

Ω𝑤 = [
0
0
ω1 + ω2 + ω3 + ω4

]                                  (11) 

Where ω𝑖 is the angular velocity of the i-th motor. 
The lift F, being the sum of thrusts produced by all the motors, 

is generated vertically upwards along the drone’s vertical axis Z; it 
is described by the following formula (12): 

F = [
0
0
𝐹𝑧

] = [
0
0
𝑇1 + 𝑇2 + 𝑇3 + 𝑇4

]                                  (12) 

where F is the vector of sum of thrust of all motors and 𝑇𝑖  is the 
thrust force of the i-th motor. 

The next step is to calculate angular acceleration. This effect 
can be described mathematically using Euler’s equation of rigid-
body motion. The general vector form of Euler’s equation can be 
written as follows: 

τ =
𝑑L

𝑑𝑡
+ Ω × L                                                               (13) 

where L is the angular momentum and τ is the thrust moment. 
It is also true that for a rigid body, 

L = I Ω                                                                             (14) 

where I is described by the following matrix: 

I = [

𝐽𝑥 0 0
0 𝐽𝑦 0

0 0 𝐽𝑧

]                                                  (15) 

where Jx, Jy, Jz are moments of inertia about the respective coor-

dinate axes. 
The inertia matrix I for the quadcopter can be diagonalised in 

a matrix transform due to the symmetry of the quadcopter's ge-
ometry. Therefore, the inertia matrix I is assumed to be expressed 
in Eq. (15) during the derivation. 

Thus, substituting Eq. (13) into Eq. (14) and assuming that the 
moment of inertia is constant, we have the following expression: 

τ = I Ω̇ + Ω × (I Ω)                                                     (16) 
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Eq. (16) needs to be adjusted because the motors and rotors 
cause the gyroscopic effect [37, 38]. This effect is described by 
the fundamental equation of the gyroscope: 

τ𝑔𝑦𝑟𝑜 = Ω × L𝑝                                                               (17) 

The angular momentum vectorL𝑝 is determined by multiplying 

the moment of inertia of the rotor (Iw) by the rotor’s angular 
velocity in the axis where the rotation occurs (Ωw): 

L𝑝 = 𝐼𝑤  Ω𝑤 = [
0
0
𝐼𝑤  (ω1 + ω2 + ω3 + ω4)

]                    (18) 

Knowing Lp and Ω, we can expand Eq. (17) as follows: 

τ𝑔𝑦𝑟𝑜 = [

ω𝑥

ω𝑦

ω𝑧

] × [
0
0
𝐼𝑤  (ω1 + ω2 + ω3 + ω4)

] =

= [
ω𝑦𝐼𝑤(ω1 + ω2 + ω3 + ω4)

−ω𝑥𝐼𝑤(ω1 + ω2 + ω3 + ω4)

0

]       

        (19) 

With the gyroscopic torque being in the vector form, Euler’s 
Eq. (13) can be upgraded and described by using the following 
formula: 

τ = IΩ̇ + Ω × (IΩ) + τ𝑔𝑦𝑟𝑜                             (20) 

In Eq. (20), the unknown quantity is the angular acceleration; 
thus, after transformations, it can be written as follows: 

Ω̇ = I−1(τ − Ω × (IΩ) − τ𝑔𝑦𝑟𝑜)                                  (21) 

For the configuration coordinates responsible for the rotations 
φ, θ and ψ, the thrust moments τ are expressed in the form of 
moments Mφ, Mθ and Mψ, Eqs. (22–24), respectively: 

𝑀φ = (−𝑇1 − 𝑇2 + 𝑇3 + 𝑇4)
𝑙

√2
                                  (22) 

𝑀θ = (−𝑇1 + 𝑇2 + 𝑇3 − 𝑇4)
𝑙

√2
                                  (23) 

𝑀ψ = ∑ 𝑀𝑖
4
𝑖=1                                                                (24) 

where l is the distance between the i-th motor and the centre of 
gravity of the drone. 

Equations (22–24) demonstrate that the ability of the 
quadcopter to be controlled is influenced by the thrust force 
generated in the z direction Fz as well as the rotational moments 
Mφ, Mθ and Mψ. The thrust of the i-th motor Ti is determined by 
calculating the square of the angular velocity of the i-th rotor and 
multiplying it by a gain correction factor b: 

𝑇𝑖 = 𝑏ω𝑖
2                                                               (25) 

The moment on the i-th motor shaft Mi can be calculated from 
the angular velocity of the i-th rotor Eq. (26): 

𝑀𝑖 = 𝑑ω𝑖
2                                                    (26) 

where b, d are correction factors. 
The axes of the body coordinate system do not coincide with 

the quadcopter rotor arms and are rotated by the 
π

4
 angle around 

the body 𝑧 axis (Fig. 1). After substituting Eqs (25) and (26) into 
Eqs (22–24) and multiplying them by the rotation matrix for 

the
π

4
angle, we obtain 

τ = [

𝑀φ

𝑀θ

𝑀ψ

] =

[
 
 
 
 
𝑙𝑏(−ω1

2−ω2
2+ω3

2+ω4
2)

√2

𝑙𝑏(−ω1
2+ω2

2+ω3
2−ω4

2)

√2

𝑑(ω1
2 − ω2

2 + ω3
2 − ω4

2)]
 
 
 
 

                    (27) 

Knowing the other terms and forces, we can write the model 
of the quadcopter in the following way. The first part of the model 
refers to linear acceleration, which is defined in the local 
coordinate system: 

a = [
𝑥̈
𝑦̈
𝑧̈

] = [

0
0
𝑏

𝑚
(ω1

2 + ω2
2 + ω3

2 + ω4
2)

] − [

−𝑔sinθ 
𝑔sinφcosθ 
𝑔cosφcosθ 

] +

−2 [

𝑣𝑧ω𝑦 − 𝑣𝑦ω𝑧

𝑣𝑥ω𝑧 − 𝑣𝑧ω𝑥

𝑣𝑦ω𝑥 − 𝑣𝑥ω𝑦

] − 2
𝑚𝑤

𝑚
[
−𝑣𝑦(ω1 + ω2 + ω3 + ω4)

𝑣𝑥(ω1 + ω2 + ω3 + ω4)

0

]

 

                                                                                    (28) 

where mw is the mass of propellers and rotors. 
The second part represents Euler rates, which will be used to 

determine changes in the orientation of the quadcopter local 
system in relation to that of the auxiliary system: 

Θ̇ = [

φ̇

θ̇
ψ̇

] = [

ω𝑥 + ω𝑦sinφ tanθ + ω𝑧cosφ tanθ

ω𝑦cosφ − ω𝑧sinφ

ω𝑦sinφsecθ + ω𝑧cosφsecθ
]      (29) 

The last part is directly related to angular accelerations: 

Ω̇ = [

ω̇𝑥

ω̇𝑦

ω̇𝑧

] =

[
 
 
 
 

𝑙𝑏

𝐽𝑥√2
(−ω1

2 − ω2
2 + ω3

2 + ω4
2)

𝑙𝑏

𝐽𝑦√2
(−ω1

2 + ω2
2 + ω3

2 − ω4
2)

𝑑

𝐽𝑥
(ω1

2 − ω2
2 + ω3

2 − ω4
2) ]

 
 
 
 

+

−

[
 
 
 
 

1

𝐽𝑥
(ω𝑦ω𝑧(𝐽𝑧 − 𝐽𝑦))

1

𝐽𝑦
(ω𝑥ω𝑧(𝐽𝑥 − 𝐽𝑧))

1

𝐽𝑧
(ω𝑥ω𝑦(𝐽𝑦 − 𝐽𝑥))]

 
 
 
 

+

−

[
 
 
 

1

𝐽𝑥
(ω𝑦𝐼𝑤(ω1 + ω2 + ω3 + ω4))

1

𝐽𝑦
(−ω𝑥𝐼𝑤(ω1 + ω2 + ω3 + ω4))

0 ]
 
 
 

 

      (30) 

The relationships between the angular velocitiesωiof the mo-

tors and the respective control signals Ui are given as follows: 

[

𝑈1

𝑈2

𝑈3

𝑈4

] =

[
 
 
 
 
𝑏 𝑏 𝑏 𝑏

−
𝑏𝑙

√2
0

𝑏𝑙

√2
0

0
𝑏𝑙

√2
0 −

𝑏𝑙

√2

𝑑 −𝑑 𝑑 −𝑑 ]
 
 
 
 

  

[
 
 
 
 
ω1

2

ω2
2

ω3
2

ω4
2]
 
 
 
 

                    (31) 

𝐔 = [𝑈1 𝑈2 𝑈3 𝑈4]
𝑇 

3. IDENTIFICATION METHOD 

One of the most popular and effective methods of identifica-
tion is the least squares (LS) method, which is based on the pro-
cessing of input and output signals [39]. 

High-quality control under static and dynamic conditions can 
be achieved using microchip-based methods. However, these 
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require precise information on the actual values of the parameters 
of the mathematical model of the system [40–44]. 

In this study, specially developed low-pass filters and low-
pass differentiating filters were employed to filter inputs and out-
puts to obtain signals and their derivatives required in the identifi-
cation process. 

Since the proposed control method involves identifying one 
parameter, i.e. the quadcopter mass, the formulae to describe this 
case will be provided further in this article. Consider a model as 
follows: 

vk = wkp                                                                     (32) 

where p is the unknown parameter, vkand wk are scalar signals 

and k = 0, 1, . .. are successive time instants. 
The LS algorithm uses plant variables that were recorded over 

a long enough period of time interval k = 0, 1, . . . , N − 1. 
This approach is known as the recursive LS algorithm with 

exponential forgetting or the weighted recursive least squares 
(WRLS) algorithm [45]. 

The WRLS algorithm minimises an objective function by ex-
ponentially forgetting older data 

𝐽𝑘(𝑝) = ∑ λ𝑘−𝑖(𝑣𝑖 − 𝑤𝑘𝑝)2𝑘
𝑖=1                              (33) 

with respect to the parameter p, where λ is a constant satisfying 

the inequality 0 < λ < 1. Let p̂k represent a value of the param-

eter p for which dJk(p)/dp = 0. Using a simple transformation, 
we get 

𝑝̂𝑘 = 𝑝̂𝑘−1 + γ𝑘𝑤𝑘(𝑣𝑘 − 𝑤𝑘
𝑇𝑝̂𝑘−1)                        (34) 

γ𝑘
−1 = λγ𝑘−1

−1 + 𝑤𝑘
2, 𝑘 = 1,2, . ..                                  (35) 

In criterion Eq. (33), the components dependent on the past 

measurement data are multiplied by the factor λk−i. This implies 

that when the estimate of p is determined, the past measurement 
data are less important than the present data. The parameter λ is 
called a forgetting factor.  

Suppose that the plant equation satisfies relationship Eq. (32) 
depending on the plant input and output [45]. 

It is assumed that parameter estimates will be updated imme-

diately after a certain number of signal samplesN. The aim is to 
derive a recursive equation for determining parameter estimates 

pm for the time instants lying in the interval α(m) = [(m − 1) ⋅
N,m ⋅ N − 1],m = 1,2, . ... 

Define the following objective function: 

𝐽𝑚(𝑝) = ∑ λ𝑚−𝑗(𝑣𝑖 − 𝑤𝑘𝑝𝑗)
𝑚
𝑗=1                                   (36) 

𝑝̂𝑚 = 𝑝̂𝑚−1 + γ𝑚 ∑      𝑤𝑖(𝑣𝑖 − 𝑤𝑖𝑝̂𝑚−1)𝑖∈α(𝑚−1)       (37) 

γ𝑚
−1 = λγ𝑚−1

−1 + ∑      𝑤𝑖
2

𝑖∈α(𝑚−1) , 𝑚 = 1,2, . ..      (38) 

Generally, it is assumed that γ0
−1 = ε for ε ranging 103 −

106. Small initial values of the scalarγ0
−1 ensure immediate con-

vergence of the estimates to the real values of the parameters at 
the beginning of the algorithm. 

4. SELECTING THE SETPOINTS FOR PID CONTROLLERS 

The usual method to adjust the parameters of a controller is 
through a trial and error method, but this process can be time-
consuming and tiresome. It is essential to tune the controller’s 
parameters properly to get optimal performance, but the traditional 
way may not always provide the best solution. 

Furthermore, the control designer can never tell which exact 
parameters are the optimal solution for the controller [46]. To 
overcome the issue of the tedious trial and error method of tuning 
controller parameters, many researchers have started using opti-
misation tools in their work to find the optimal values of the con-
troller parameters easily. 

The advantages of these optimisations are that they are inde-
pendent problem structures [47]. Different algorithms have been 
used to obtain the optimal parameters of the controllers. Among 
them, we can find the genetic algorithm (GA) [48], ant colony 
optimisation (ACO) [49], artificial bee colony (ABC) [50] and cuck-
oo search (CS) [51, 52]. 

In their research study, Imane and Mostafa investigated how 
to optimise the gain parameter of a PID controller for altitude and 
attitude angle control of a quadrotor [53]. They used two optimisa-
tion methods, RM and GA, to obtain the optimal gain parameter. 

Erkol [47] conducted a study on the optimal tuning of PID con-
trol for attitude and hover control of the quadrotor. The study used 
various optimisation techniques, including ABC, particle swarm 
optimisation (PSO), GA and the Ziegler–Nichols method. The 
findings indicate that controllers based on ABC and GA perform 
the best in terms of integral absolute error (IAE) and root mean 
square error (RMSE), while the ZN method results in the worst 
performance. 

Tuning the PID controllers responsible for the quadcopter con-
trol requires selecting their setpoints: KPi, KIi andKDi. From Eq. 
(39), it is clear that the number of parameters sought can be 
reduced from 12 to 9. Because of the drone symmetry, it can be 
assumed that the drone can be rotated by the φangle around the 

body x axis and by the θangle around the body y axis by using 
PID controllers with the same setpoints. As the quadcopter 
mounted on the test rig has a limited number of degrees of free-

dom, the q vector is defined as follows:  

q = [𝑧 φ θ ψ]𝑇. Thus, 

𝑈𝑖 = 𝐾𝑃𝑖𝑒𝑖 + 𝐾𝐼𝑖 ∫ 𝑒𝑖(τ)𝑑τ + 𝐾𝐷𝑖𝑒̇𝑖,𝑖 = 1,2,3,4      (39) 

𝑒1 = 𝑧𝑧 − 𝑧, 𝑒2 = φ𝑧 − φ, 𝑒3 = θ𝑧 − θ, 𝑒4 = ψ𝑧 − ψ   (40) 

q𝑧 = [𝑧𝑧 φ𝑧 θ𝑧 ψ𝑧]
𝑇, e = [𝑒1 𝑒2 𝑒3 𝑒4]𝑇  

where 

𝑧𝑧, φ𝑧, θ𝑧 and ψ𝑧 are setpoints. 
The choice of the best PID parameters is dependent on 

various factors, including the dynamic response of the plant, as 
well as on the control objectives determined by the operator. The 
selection task can be difficult and time-consuming when the 
controller setpoints are set manually and software is used to 
optimise the PID parameters. The methods that do not require 
creating a mathematical model include autotuning employed in 
controllers with automatic setpoint selection. However, automatic 
setpoint selection systems may not be able to handle the 
measurement noise, which in the case of a quadcopter is 
considerable. In this study, the tests of automatic tuning of PID 
setpoints for the drone were not repeatable, and the desired level 
of confidence was not reached. High levels of measurement noise 
affected the estimates of the process variable. 

Because of the nonlinearity of the plant, i.e. a quadcopter with 
multiple input and multiple output (MIMO), and high levels of 
measurement noise generated by the quadcopter, the number of 
setpoint selection methods that can be used is limited. In this 
case, setpoint selection generally involves optimising the control 
criteria (integral criteria); it does not require a mathematical 
model. 
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The diagram in Fig. 2 shows the optimisation of the setpoints 
of the PID controllers achieved by employing a minimisation 
algorithm. The Gauss–Newton algorithm [54] is used to minimise 

the target function 𝐽 = ∫
1

2
‖e‖2 𝑑τ. 

 
Fig. 2. Diagram of the optimisation of the PID controller setpoints.  

 PID,    proportional integral derivative. 

The optimisation of the setpoints was performed in LabVIEW 
for the plant shown in Fig. 3. An MPU-6050 sensor was employed 
to measure angular positions in three axes. The height z that the 
quadcopter reached was measured using a linear variable 
differential transducer (LVDT). The quadcopter is equipped with 
MT2216 II 810KV brushless motors CW CCW with 1045 
propellers. The range of the quadcopter's tested mass is 1.65-2.0 
kg, and the allowable change in altitude is within the range of 0–
0.15 m. The test setup is powered by a voltage of 12 V provided 
by two power supplies (62A each). 

 
Fig. 3. Test rig with the quadcopter 

To work correctly, the minimisation algorithm requires 
determining the initial values of setpoints and their ranges. The 
optimisation procedure performed for nine parameters can be 
much easier if the range is defined based on the simulation data 
and a priori knowledge. Ultimately, the setpoints of the PID 
controllers were estimated for three mass values, which will be the 
basis to calculate the final values of the setpoints for the mass 
identified using the adaptive algorithm (Tab. 1). 

Tab. 1. PID gains obtained using the optimisation procedure 

 

m [kg] 
PID controllers 𝑲𝑷 𝑲𝑰 𝑲𝑫 

1.65 

1 0.4200 0.01360 0.3999 

2 and 3 0.0700 0.00990 0.0200 

4 0.0300 0.00009 0.0219 

1.72 

1 0.5249 0.02835 0.4000 

2 and 3 0.0700 0.00999 0.0200 

4 0.0299 0.00099 0.0220 

1.79 

1 0.6300 0.03255 0.4000 

2 and 3 0.0700 0.01000 0.0200 

4 0.0400 0.00100 0.0200 

PID, proportional integral derivative 

To check the stability of drone control, various methods and 
tools can be used. One of the most commonly used methods is 
analysing the step or impulse response of the drone to the given 
control signals. This involves introducing a sudden change in the 
control signal and then observing how the drone reacts and how 
quickly it achieves stability. Another method is to examine the 
dynamic characteristics of the drone, such as speed, acceleration 
and rotation angles, depending on the control signals. For drones, 
an important factor for stability is height control, which can be 
checked by observing the drone's behaviour during maintaining 
constant altitude or during takeoff and landing. For more ad-
vanced drone control systems, computer simulations can also be 
used to test the system's performance in various conditions and 
scenarios. 

The proposed drone control systems in this article were tested 
for stability at different operating points. The observation of the 
drone’s dynamics and maintaining a constant altitude confirmed 
the stability of the developed control systems for the settings 
presented in Tab. 1 and the intermediate settings resulting from 
their linear interpolation. 

5. ADAPTIVE ATTITUDE AND ALTITUDE CONTROL SYSTEM 

This article presents a simpler solution using gain scheduling 
adaptive control systems. The experiments were conducted under 
laboratory conditions. 

For the analysed plant, the setpoints of the controllers were 
adjusted depending on the change in the drone mass, which is the 
process variable (Fig. 4). The setpoints of the controllers for in-
termediate mass are determined from the linear interpolation 
between the basic setpoints given in Tab. 1. 

The drone mass was estimated by identification, which in-
volved using a WRLS algorithm and derivatives of signals, ob-
tained by means of differential filtration [55]. 

 
Fig. 4. Adaptive control system PID, proportional integral derivative 
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In the diagram given in Fig. 4, the Filters block contains three 
filters that perform low-pass filtering and first- and second-order 
differentiation. The PID Controllers block includes a set of param-
eters (Tab. 1) and performs linear interpolation based on the 
leading variable m. Linear interpolation of PID controller parame-
ters is only possible within the provided set of parameters (Tab. 
1). To limit measurement noise for individual signals, low-pass 
filters are implemented in the Filter 0 blocks. The Filter 1 block 
contains a differentiating filter that simultaneously calculates 
signal derivatives and reduces measurement noise. 

The identification process uses Eq. (41), where the mass is 
estimated using the WRLS procedure: 

𝑈1 = 𝑚𝑧̈ + 𝑚𝑔cos(θ)cos(φ) + 2𝑚(ω𝑥𝑦̇ − ω𝑦𝑥̇)      (41) 

The next step involves parametrising the model Eq. (41) to 
ensure accurate identification. The parameter of the model can be 
determined as follows: 

𝑝 = 𝑚,𝑔 = 9.81                                                               (42) 

With a given parameter determined in this way, Eq. (41) takes 
the following form: 

𝑈1 = 𝑝 𝑧̈ + 𝑝 9.81cos(θ)cos(φ) + 2𝑝(ω𝑥𝑦̇ − ω𝑦𝑥̇)      (43) 

As can be seen, Eq. (43) is linear with respect to the 

parameter𝑝. Using Eq. 43, we obtain 

𝑣 = 𝑤 𝑝                (44) 

where 

𝑣 =   𝑈1, 𝑤 = 𝑧̈ + 9.81cos(θ)cos(φ) + 2(ω𝑥𝑦̇ − ω𝑦𝑥̇). 

The parameter estimates are updated every N = 129 samples 

at Δ = 0.004s. The identification process required preparing 
special derivatives of signals and eliminating most of the meas-
urement noise. The advantage of the differential filters is that they 
ensure good estimation of the derivatives of signals and also help 
reduce the measurement noise [56]. In this study, differential 
filters were used not only in the identification procedure but also to 
assess e and ė signals. The test results suggest a considerable 

improvement in the control process, where eandėsignals were 
obtained through filtration using a low-pass filter (Filter 0) and a 
differential filter (Filter 1) (Tab. 2). The use of the filters in the 
control algorithm required selecting the right parameters to ensure 
a small delay as well as good estimation of signals and their 
derivatives. The experimentally selected parameters  
of the filters used in the PID algorithm were as follows: boundary 

frequency Ωg = 0.08[rad/s] and total bandwidth of FIR filters2 ⋅

ters2 ⋅ Mf + 1 = 7. 
The procedure to identify the quadcopter mass at a sudden 

change in mass (29 [s], m + 70 g) is accurate, taking only several 
seconds (Fig. 5). 

The initial mass identification outliers resulted from the 

quadcopter lift off the ground (𝑧 = 0 [𝑚]) and high initial values 

of the matrixγ0
−1.Very good results were obtained when the 

WRLS algorithm governed by the forgetting factorλ = 0.98 was 
applied. The value of this factor has a considerable influence on 
the rate at which the procedure responds to a change in the actual 
mass. The high value of this factor is responsible for slow 
changes in the mass and high precision in the determination of its 
value, which has a beneficial effect on the control stability. The NI 
myRIO-1900 controller, with low computational capacity, was 
responsible for controlling the quadcopter and estimating its mass. 
The WRLS identification procedure was initiated every 2 Hz. This 

frequency (used to determine the mass) was optimal for the 
controller, and it allowed us to collect the right amount of data to 
ensure the stability of the WRLS procedure. As the stability of the 
mass identification procedure is essential, the signals and their 
derivatives were estimated with high precision. Thus, the filters 
used in this procedure had settings different from the filters 
employed in the PID control algorithm. The best results were 
reported for the following filter parameters: Ω𝑔 = 0.2[rad/s] 

boundary frequency and the total bandwidth of the FIR filters 

being 2 ⋅ 𝑀𝑓 + 1 = 129. 

 
Fig. 5. Identification of the quadcopter mass 

From Tab. 2, it is clear that the control output values obtained 
for PID controllers with gain scheduling (adaptive PID controllers) 
are better than those reported for PID controllers with fixed gains, 
which ensures a considerable improvement in the control quality. 

Figure 6 illustrates the control of the 𝑧 variable, for which the 
changes were the most favourable. 

The remaining responses of the quadcopter with constant and 
variable PID controllers parameters are presented in Figs. 7–9. 
Changes in individual PID controllers gains with gain scheduling 
are shown in Figs. 10–12. 

Tab. 2. Control quality IAE for the different PID control systems 

Controller 𝐈𝐀𝐄 𝒆𝟏 𝐈𝐀𝐄 𝒆𝟐 𝐈𝐀𝐄 𝒆𝟑 𝐈𝐀𝐄 𝒆𝟒 𝐈𝐀𝐄 𝐞 

Fixed gains 0.00542761 0.0244549 0.0293129 0.3711150 0.43031041 

Fixed gains 
with filtration 

0.00517794 0.0404676 0.0407506 0.2188910 0.30528714 

Gain sched-
uling 

0.00485863 0.0304711 0.0374924 0.1112040 0.18402613 

IAE, integral absolute error; PID, proportional integral derivative 

The developed control algorithm with a leading variable is 
simpler to implement than model-based adaptive methods. It is 
characterised by stability and accurate identification of the leading 
variable, which in this case is the quadcopter's mass. Based on 
the identified mass, the controller performs linear interpolation of 
the provided controller parameters from Tab. 1. Both the original 
parameters and the interpolated parameters were tested for 
stability. 

The resistance of the control algorithm to external disturb-
ances was evaluated by briefly applying an external force to the 
structure of the hovering quadcopter, thereby displacing it from its 
equilibrium position. Mass identification was solely based on the 
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dynamics equation for z  (41), resulting in a significantly simpler 
procedure than other adaptive algorithms that rely on a full model. 
Since the controller is based on stable and verified parameters 
regarding external disturbances, the control algorithm with a 
leading variable does not require additional on-line stability 
checks. This approach ensures the stability of the developed 
control system, which may not always be achievable in adaptive 
control systems based on full model identification. 

 
(a) 

 
(b) 

Fig. 6. Plant response for z: (a) PID controllers with fixed gains;  
 (b) adaptive PID controllers with gain scheduling. 
  PID, proportional integral derivative. 

 

(a) 

 
(b) 

Fig. 7. Plant response for φ: (a) PID controllers with fixed gains;  

 (b) adaptive PID controllers with gain scheduling.  
 PID, proportional integral derivative. 

 

 
(a) 

 
(b) 

Fig. 8. Plant response for θ: (a) PID controllers with fixed gains;  

 (b) adaptive PID controllers with gain scheduling.  
 PID, proportional integral derivative. 
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(a) 

 
(b) 

Fig. 9. Plant response for ψ: (a) PID controllers with fixed gains;  

 (b) adaptive PID controllers with gain scheduling.  
 PID, proportional integral derivative. 

 
Fig. 10. Gains for adaptive PID 1 controllers with gain scheduling.  

PID, proportional integral derivative. 

 
Fig. 11. Gains for adaptive PID 2 and PID 3 controllers with gain  

   scheduling. PID, proportional integral derivative 

 
Fig. 12. Gains for adaptive PID 4 controllers with gain scheduling.  

   PID, proportional integral derivative. 

6. CONCLUSIONS 

This article outlines quadcopter control experiments per-
formed under laboratory conditions. The dynamic equations of 
motion derived for the plant were used to develop an accurate 
mass identification procedure; this required implementing the 
WRLS algorithm. The tests carried out for a real physical system 
confirmed that the use of low-pass and differential filters substan-
tially improved the quality of the quadcopter control. The proposed 
adaptive PID control system with gain scheduling proved to be 
more suitable to control the response of a quadcopter with varia-
ble mass than classical PID controllers with fixed gains. The 
controllers with gain scheduling used setpoints determined 
through the optimisation procedure. The control system was 
stable irrespective of the quadcopter mass. 

Despite significant measurement noise produced by the plant, 
the filter design process determines derivatives of signals with 
small errors. The use of PID controllers with fixed gains as well as 
low-pass and differential filters improved the plant response con-
siderably. However, much higher control quality was observed for 
PID controllers with gain scheduling. 

The identification procedure allows us to accurately estimate 
the quadcopter mass and, consequently, select the appropriate 
setpoints of the controllers (Fig. 5). The proposed control system 
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offers stable control of a quadcopter, it can be used with most 
commercially available controllers as it does not require high 
computational capacity. 

The key advantage of the adaptation procedure with gain 
scheduling is that it allows the controller gains to vary depending 
on operating conditions (Figs. 10–12). This indicates that the 
controller can adapt to changes in plant dynamics and the operat-
ing environment. By adjusting the controller gains in RT, the con-
troller can maintain stability and improve its tracking performance. 

In contrast, other adaptation procedures, such as the adaptive 
control and model reference adaptive control, require controller 
gains to be adjusted based on the system's estimated parameters. 
This approach can be less effective as the estimated parameters 
may not accurately reflect plant dynamics or operating conditions.  

Another advantage of gain scheduling is its ability to handle 
nonlinearities in plant dynamics (Figs. 6–9). Nonlinearities can 
cause the controller to behave unpredictably, leading to instability 
and poor performance. However, gain scheduling can account for 
these nonlinearities by adjusting the controller gains based on the 
specific operating conditions (Tab. 1). 

Overall, the adaptation procedure with gain scheduling is a 
good method of control as it can adapt to changes in the plant 
dynamics and operating conditions, handle nonlinearities and 
provide excellent tracking performance. 

The article discusses an adaptive PID control system devel-
oped to control a quadcopter. Based on the IAE index (Tab. 2), we 
can conclude that the developed gain scheduling control system 
achieves better results than the other tested control systems. 
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Abstract: In this paper, an attempt to estimate the stage of the fatigue process using the Barkhausen noise method is studied. First, 
microstructural and static tensile tests were carried out and, subsequently, fatigue tests up to failure were conducted. After determination  
of the material behaviour in the assumed static and dynamic conditions, the interrupted fatigue tests were performed. Each specimen  
was stressed up to a different number of cycles corresponding to 10%, 30%, 50%, 70% and 90% of fatigue lifetime for the loading  
conditions considered. In the next step of the experimental programme, the specimens were subjected to the Barkhausen magnetic noise 
measurements. Various magnetic parameters coming from the rms Barkhausen noise envelopes were determined. The linear relationship 
betweenthe full-width at half-maximum (FWHM) of the Barkhausen noise envelope and the number of loading cycles to fracture was found. 
Specimens loaded up to a certain number of cycles were also subjected to a tensile test to assess an influence of fatigue on the fracture 
features. 

Keywords: fatigue, Barkhausen noise, structural steel, fracture, mechanical properties, deformation

1. INTRODUCTION 

It is well known that failures of 90% of working parts occur due 
to fatigue [1, 2]. The following components can be indicated as 
typical examples of such cases: crankshaft [4, 3], driveshaft [5], 
shaft [6] and idler gear [7]. They are usually investigated by 
means of different experimental techniques such as macrophotog-
raphy [3, 6] or scanning electron microscopy (SEM) [4, 5]. These 
methods enable to identify quite easily a crack focus, fatigue lines 
and fringes, damage zone and crack orientation, and permanent 
deformation in micro-regions. It has to be emphasised however, 
that they represent destructive techniques, which involve speci-
men selections at the operational stage or after a specific tech-
nical incident. As a result, they lead to the solution of the inverse 
task, providing information about possible reasons for the crack or 
component separation only. From a practical point of view, an 
important issue is the influence of evaluation of fatigue cycles on 
material properties and technical condition assessment of the 
element without any physical interference in its geometry and 
properties. Therefore, non-destructive methods such as ultrasonic 
[8, 9], magnetic-particle [10] and Barkhausen noise [11, 12] can 
be relatively very helpful.  

The ultrasonic method is the technique most often used in 
many branches of contemporary industry: automotive [13, 14], 
aviation [15-17], power engineering and building [18, 19]. Howev-
er, it should be noted that conventional ultrasonic parameters 
such as the wave velocity and attenuation coefficient have some 
limits in applications. The non-homogeneity of the microstructure, 

construction geometry and thickness assessment of the elements 
tested are the main difficulties in the wave velocity measurements. 
In the case of attenuation coefficient, a difficulty appears in elimi-
nation of the influence of material non-homogeneity and surface 
geometry [20]. In literature [21] the results at zero-to tension 
cycles on polycrystalline 99.99 mass % copper are discussed. 
Attenuation coefficient α, and plate thickness resonant frequen-
cies fn, were measured using electromagnetic acoustic resonance 
(EMAR) [21]. 

The attenuation coefficient α is known as follows:  

𝛼 = (
16𝐺𝐵𝑏2

𝜋4𝐶2
) ∧ 𝐿4𝑓2,  represents (1) 

where G is the shear modulus, Λ is the dislocation density, B is 
the damping constant, L is the dislocation loop length, b is the 
Burgers vector magnitude, C is the dislocation-line tension and f is 
the ultrasonic excitation frequency. The plate thickness resonant 
frequency can be calculated using the following expression: 

𝑓𝑛 = 𝑛𝑉 ∕ (2𝑑), (2) 

where n is the integer identifying the mode, V is the shear wave 
velocity and d is the thickness of the plate. 

Simultaneously, transmission electron microscopy (TEM) was 
used to follow the evolution of dislocation microstructure at the 
fatigue life. Three levels of stress: 105 MPa, 110 MPa and 
115 MPa were used and the following values of the cycle number 
to fracture were obtained, respectively: Nf = 253 800, Nf = 116 000 
and Nf  = 41 250.  
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The feature of ultrasonic parameter changes can be divided 
into four stages. In the first stage attenuation coefficient α is con-
stant and plate thickness values of frequency fn slowly increase. 
Two processes occur in the material. There is an ongoing process 
of multiplication dislocation, which leads to an increase Λ, and the 
process of tangling causes a decrease in L. This keeps the dislo-
cation damping nearly stable [21]. 

In the second stage, the coefficient α increases markedly. Al-
so, the value of fn increases. Dislocation multiplication and move-
ment beneath the specimen’s surface occur through dislocation 
slips within the period representing 10% of the specimen fatigue 
life. The dislocation network is completely reorganised. Disloca-
tions are released from heavy tangling and microstructural fea-
tures and create stable cell structures [21]. According to Eq. (1) 
[21], dislocation loop length L increases, which leads to a signifi-
cant increase in α values due to the power relation α ~ L4. A slight 
drop in α observed just before the maximum can be attributed to 
the reduced dislocation mobility caused by the heavy tangling and 
pilling-up just before dislocation reorganisation [21].  

In the third stage of the loading process, values of the α coef-
ficient α decrease; however, its values are not lower than those 
obtained in the first stage of fatigue. Contrary to that, the fn  in-
creases as the slip bands decrease. The dislocation mobility is 
suppressed because of the deceleration of increased slip-band 
density. As a consequence, dislocations become stationary even 
to the order of 0.1 nm or less values of ultrasonic amplitude [21]. 
Dislocations of cell structure have less mobility, and therefore, 
they are responsible for fatigue hardening [21].  

Coefficient α decreases slightly in the last stage, while fn in-
creases since the formation of cell walls is completed and only 
a very few free dislocations occur in the material considered [21].  

Luo et al. [22] analysed an early stage of the pure iron dam-
age due to fatigue carried out for R = -1, f = 0.1 Hz and constant 
stress amplitude equal to 160 MPa. A triangle waveform was 
applied. The fatigue was interrupted after 1, 2, 5, 10, 25, 100 and 
1000 cycles. Each loading process was performed on the individ-
ual specimens separately. Two ultrasonic methods were applied. 
The first one was based on the measurements of longitudinal 
wave LCR amplitude reflected at the first critical angle, then propa-
gating beneath and parallelly to the surface [22]. The pulse-echo 
mode was the second ultrasonic method applied.  

According to the first testing method, a new damage parame-
ter was proposed in the following form: 

𝐴𝑑𝑖𝑓 =
|𝐴𝑁−𝐴0|

𝐴𝑚𝑎𝑥
, (3) 

where Adif  is the normalised amplitude difference, A0 is the ampli-
tude of LCR wave before loading, AN is the amplitude of LCR wave 
after damage and AMAX is the maximal amplitude under all testing 
conditions [22]. 

Taking the pulse-echo mode method, the attenuation coeffi-
cient α was calculated according to the following equation: 

ℒ =
20

2𝑑
𝑙𝑔 (

𝐴1

𝐴2
), (4) 

where d is the specimen thickness, A1 is the maximum value of 
amplitude for the first bottom echo and A2 is the maximum value 
of amplitude at the second bottom echo [22]. 

Initially, an amplitude of the LCR wave was captured after dif-
ferent number of loading cycles. It was found that the amplitude 
values of the LCR wave decrease monotonously with increasing 
cycles. Subsequently, the following parameters were calculated: 
Adif  of the LCR method, and α of the pulse-echo method. It was 

found that both Adif and α increased first for the plastic strain to 
lower than εp = 3.2%. If it reached εp = 3.2%, the Adif attained the 
stable stage, whereas the attenuation coefficient α decreased, 
and subsequently increased slightly just before 1×103 fatigue 
cycles were completed. It has to be mentioned, however, that 
amplitude difference stabilisation of Adif can be a result of fatigue 
damage development and surface roughness Rq variation as well. 
The linear increase in Rq with the number of cycles was observed. 

The early stage fatigue damage was considered also in 
the cast austenite stainless steel CAST by means of both the 
attenuation coefficient α and electron backscatter diffraction 
(EBSD) method [23]. The fatigue process was conducted for the 
frequency f = 2 Hz and cycle asymmetry coefficient R = 0.1. Three 
magnitudes of stress amplitude were considered: 230 MPa, 
250 MPa and 270 MPa [23]. In order to evaluate fatigue damage, 
the ML parameter coming from EBSD measurements was taken 
into account. This parameter was determined based on the analy-
sis of orientation differences between selected points in a grain 
[24]. As shown in [25], the ML parameter was important because 
the grain orientation affects the propagation of ultrasonic waves, 
and as a consequence, attenuation coefficient α. 

With respect to to some limitations of the ultrasonic tech-
niques, particularly in the damage assessments at the early stage 
of fatigue, another more powerful non-destructive method should 
be considered that would be able to potentially detect areas where 
damage appears. 

It was decided that the magnetic Barkhausen noise (MBN) 
method would be suitable to give support in this matter due to its 
significant sensitivity to material damage, especially in the early 
stages of degradation. MBN emission is defined as a voltage 
signal that is generated by non-continuous domain wall movement 
ina magnetised material due to the discontinuous changes in the 
magnetic flux density [26]. The domain walls are pinned tempo-
rarily by microstructural barriers (voids, dislocations, precipitates, 
grain boundaries, non-metallic inclusions) to their motion and they 
are then released abruptly in the changing magnetic field [27]. A 
type of domain wall depends on the magnetocrystalline anisotropy 
coefficient [28]. In the case of steel, the domain walls are of 180º 
and 90º types [29]. There are some publications that describe 
some attempts for the Barkhausen noise method application in 
fatigue process monitoring [30–34]. The authors of [30] examined 
soft steel A48P2, which contains 0.15% C with a ferrite–pearlite 
microstructure. It is regarded as the most encountered in steam 
generator pipes. They also tested the alloyed steel 20CDV5 
(0.20% C + Cr–Mo–V), which displays a martensitic microstruc-
ture. It is frequently used for steam turbine elements such as 
rotors or bolts. Both materials were subjected to ten-
sion/compression cycling under constant strain. In the case of 
A48P2 steel, the strain amplitudes of ε = ±0.2% and ε = ±0.5% 
were applied, whereas for the 20CDV5 steel, only one value of 
strain amplitude was taken into account, ε = ±1%. Guyon and 
Mayos obtained the following results for the A48P2 steel: in the 
case of ε = ±0.2% an increase in the maximum amplitude BNmax 
of the Barkhausen noise amplitude was observed, and moreover, 
a slight decrease in the position of the maximum amplitude 
HBNmax, was easily noticed. For a higher value of strain amplitude 
(ε = ±0.5%), a decrease in the BNmax parameter, and simultane-
ously, an increase in the HBNmax parameter were obtained. More-
over, a second peak appeared for negative values of the applied 
field [30], and the characteristic change in the shape of the Bark-
hausen noise envelope occurred continuously throughout the 
fatigue life of the material [30]. This behaviour can be attributed to 
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strain hardening due to growing hindrance of the domain wall 
movement, and as a consequence, an increase in dislocation 
density [29]. Unlike the soft ferrite–pearlitic A48P2 steel, the mar-
tensitic 20CDV5 steel exhibited fatigue softening during cyclic 
loading: an increase in the BNmax parameter with insignificant 
variations of the HBNmax parameter was observed. Moreover, the 
second peak does not appear [30]. 

Among the publications describing usage of the Barkhausen 
noise in evaluation of fatigue damage, the paper by Palit Sagar et 
al. [33] can be particularly mentioned. The authors examined a 
low-carbon steel with 0.15%C. The material was subjected to 
cyclic loading of the stress amplitude equal to 260 MPa and fre-
quency of 10 Hz. It was observed that the maximum amplitude 
BNmax of the Barkhausen emission increased by up to 40% of the 
material fatigue lifetime and then started to decrease [33]. 

The measurements carried out by da Silva Junior et al. [32] on 
SAE8620 steel exhibited a strong sensitivity of the maximum 
amplitude BNmax of Barkhausen noise on the number of cycles in 
the early stage of damage process development (under a stress 
level of 259 MPa): a strong increase in the BNmax parameter with 
the number of cycles in the range from 0 to 60 000 cycles was 
clearly documented [32]. Palma et al. [35] calculated the values of 
the cumulative Barkhausen noise parameter (BNSUM), according to 
the equation: 

𝐵𝑁𝑠𝑢𝑚 =∑ (1 −
𝑣𝑛

𝑣0
)

𝑛=𝑛

𝑛=0
, (5) 

where Vn  is the root-mean-square (RMS) of Barkhausen voltage 
for the loaded specimen at the n-th fatigue cycle number, and V0  
is the RMS voltage signal of steel in the as-received state. Similar-
ly as in [32], SAE8620 steel was tested. It was subjected to three 
levels of stress amplitude: 217 MPa, 259 MPa and 427 MPa. 
The authors found that BNSUM increases as the number of cycles 
and stress amplitudes increases [30]. For the stress amplitude 
close to the fatigue limit of SAE8620 steel (Se = 194 ±5 MPa), the 
BNSUM parameter varies only slightly with the fatigue time [35]. 
Increasing the fatigue stress amplitude leads to an increase of the 
Barkhausen noise due to major changes in the material micro-
structure [35]. 

A shape of the Barkhausen noise envelopes for 14MoV6-3 
(1.7715, 13HMF) and X10CrMoVNb9-1 (1.4903, P91) steels was 
studied in detail by Augustyniak et al. [34], after different levels of 
fatigue damage. 

An innovation of this research is reflected by the fatigue ef-
fects analysis carried out simultaneously with the Barkhausen 
noise method usage. Thanks to such an approach, material dam-
age can be monitored even in the early stages of exploitation, and 
moreover, the method provided information about the microstruc-
tural changes and strain/stress history as well. 

2. MATERIAL, SPECIMENS AND EXPERIMENTAL 
PROCEDURE 

The 42CrMo4 steel, also denoted as 1.7225, was selected for 
the experimental analysis due to its wide applicability, covering 
different branches of industry, that is motor transport, aviation, 
power engineering, building construction and so on [36]. One can 
indicate an application of the 42CrMo4 steel in the energy industry 
as hollow shafts for wind turbines [37]. Axles, shafts [37], crank-
shafts [38], connecting rods [39], chain wheels [40], motor cylin-

ders, ball pins and multi-spline shafts [41] can serve as typical 
examples of structural components where this kind of steel found 
widespread application. The mentioned application examples 
show that the material can be effectively used under various types 
of loading, from static to dynamic. 

 
Fig. 1. Engineering drawing of flat specimen for tensile tests 

 
Fig. 2. Tensile characteristic and mechanical parameters of the  

 42CrMo4 steel in the as-received state: E – Young’s modulus,  
 YS – yield stress, UTS – ultimate tensile strength 

Three main stages of the experimental procedure, represent-
ed by destructive and non-destructive tests and analysis of 
the relationships between results coming from fatigue and non-
destructive magnetic investigation were performed. In the first 
stage, tensile tests were carried out in order to determine the 
mechanical parameters of the material in the as-received state. 
Hence, the flat specimens of geometry and the dimensions shown 
in Fig. 1 were employed. Standard tensile tests were carried out at 
room temperature using an 8802 INSTRON servo-hydraulic test-
ing machine and flat specimens. The tests were executed under 
monotonically increasing loading with a displacement rate of 1 
mm/min. Based on the tensile characteristic the following mechan-
ical parameters were determined: Young’s modulus (E), yield 
stress (YS) and ultimate tensile strength (UTS); see Fig. 2. Sub-
sequently, the microstructural observations were performed on 
polished specimens using light microscopy technique; see Fig. 3. 
The specimens for microstructural inspections were etched using 
nital. 

Fatigue tests were carried out in the second stage of the ex-
periment. The specimens of the same geometry as for the static 
tensile tests were manufactured. An axial stress signal in the form 
of sinusoidal function was applied to control all fatigue tests. 
Cyclic loading in fatigue tests was characterised by the following 
parameters: cycle asymmetry coefficient R = 0.1, stress amplitude 
of 400 MPa and mean stress level of 500 MPa, while the minimum 
and maximum values of stress ranged from 100 MPa and 900 
MPa, respectively; see Fig. 4. The value of maximum stress was 
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established based on the values of proportional and elastic limits 
determined from the tensile characteristic. 

 
Fig. 3. Microstructure of the 42CrMo4 steel 

 
Fig. 4. A scheme of cyclic loading versus time  

 with the main test parameters 

The fatigue tests were stopped at defined values of cycle 
number: 2 510, 7 540, 12 566, 17 590 and 22 620. They corre-
spond to the following lifetime percentage: 10%, 30%, 50%, 70% 
and 90%, respectively. For each portion of cycles considered, the 
material was unloaded, and subsequently, subjected to the Bark-
hausen noise measurements using an MEB-4C defectoscope.  

The head of the measuring seat consisted of a U-shaped core 
of electromagnets wrapped in the wound excitation coil. The pick-
up coil was built-in to the sensor. In the pick-up coil, a voltage 
signal was induced. A triangular waveform was used. The fast-
variable component was separated by means of a high-pass filter 
f = (0-500) Hz. Analysis of this component provided information on 
the degree of simulated exploitation of the steel tested. 

The envelopes of magnetic Barkhausen noise were calculated 
as rms value Ub according to the equation [29]: 

𝑈𝑏 = √
1

𝜏
∫ 𝑈𝑡𝑏1

2 (𝑡)𝑑𝑡
𝜏

0
, (6) 

where Ub [V] is the root mean square of the coil output voltage, 
Utb1 [V] is the fast-variable component defining voltage separated 
by means of the high-pass filter from the induced voltage in the 
pick-up coil and τ [s] is the integration time. 

Then, the amplitude of Barkhausen noise (Ubpp), defined as 
the voltage difference between the maximum peak value of the 
magnetic Barkhausen noise (Ub) and the background noise (Utb), 
was determined.  
 In the next step the integral of the half-period voltage signal of 
MBN was calculated [29]: 

Int(Ub) = ∫ 𝑈sb
+Ugmax

−Ugmax
dU𝑔, (7) 

where Usb  [V] is the rms of the Barkhausen emission voltage after 
correction due to background noise, Ub [V] is the rms of the coil 
output voltage, Utb  [V] is the rms of background voltage and Ug [V] 
is the generator voltage. 

Moreover, the full-width at half-maximum (FWHM) of rms en-
velope of the Barkhausen noise was determined. 
 In the next stage of the experimental programme, static tensile 
tests were performed on the specimens after fatigue in order to 
discover the nature of the material fracture. 

3. RESULTS AND DISCUSSION 

As it was discovered in this research, the 42CrMo4 steel ex-
hibits very attractive mechanical parameters characterised by high 
values of yield stress and ultimate tensile strength: 942 MPa and 
1013 MPa, respectively; see Fig. 2. This is due to the tempered 
martensite microstructure of the material in question (Fig. 3) and 
sufficient carbon content. It has to be emphasised that the propor-
tional limit of this steel equal to 848 MPa is also very beneficial, 
taking into account a heavy loading of elements that require work-
ing conditions without permanent deformation. Thanks to this, 
42CrMo4 steel can be treated as the engineering material of 
mechanical parameters fulfilling the requirements for high-strength 
steel grades. 

Fracture regions of the fatigue pre-strained 42CrMo4 steel 
subjected to the tensile test, expressed differences in the material 
degradation, identifying an influence of the fatigue process on the 
steel response under monotonically increasing tensile force; see 
Fig. 5. It can be easily noticed that the fracture zones are repre-
sented by different sections. In the case of steel tested in the as-
received state, two regions can be evidenced. In the middle of the 
fracture zone, the horizontal plane with longitudinal cracks was 
dominant, while the border area was represented by the angular 
plane; see Fig. 5a. This means that decohesion of the steel start-
ed under normal stress and was finalised thanks to the combina-
tion of shear and normal stress state components. In the case of 
pre-strained steel, due to fatigue loading history corresponding to 
70% of the total fatigue lifetime, that is 17 590, the brittle region 
became more dominant; see Fig. 5b, and for the cycle numbers 
22 620 (90% of the total fatigue lifetime) this region was complete-
ly covered by the damage zone; see Fig. 5c. 

The shape of the Barkhausen noise envelope changed after 
the application of fatigue loading; see Fig. 6. RMS Barkhausen 
noise variations were attributed to the microstructural changes 
that occurred during the fatigue process. Since tempered marten-
site contained small cementite particles in the fine-grained ferritic 
martensite, only a slight increase in the effective voltage value Ub 
can be observed as the second maximum coming from cementite; 
see Fig. 6. 

The magnetic parameters determined from the rms envelope 
of the Barkhausen noise were presented as a function of the 
number of cycles to failure. An increase in the Ubpp parameter in 
the range from 0% to 10% of the fatigue damage lifetime was 

     
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clearly identified. This is because new dislocations appeared in 
the material due to dynamic loading. According to Moorthy et al. 
[42], the Barkhausen noise voltage increases when the micro-
structural features amount n and domain walls velocity v increase, 
but simultaneously, the time of flight t of domain walls movement 
between defects decreases. This can be described by the follow-
ing expression: 

𝑈𝑏 =
𝑛𝑣

𝑡
, (8) 

where: 𝑛 is the amount of microstructural features, 𝑣 is the veloci-

ty of domain walls and 𝑡 is the time of flight of domain walls 
movement between defects. 

(a) 
 

(b) 

(c)                                                                                                                                  

Fig. 5. Fracture zones after tensile tests in the 42CrMo4 steel  
 preloaded due to fatigue for the following parts of the fatigue  
 lifetime: (a) 0%, (b) 70% and (c) 90% 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

Fig. 6. Envelopes of the rms Barkhausen noise before and after  
 fatigue loading: (a) as-received steel; (b), (c), (d), (e)  
 and (f) steel tested under fatigue interrupted after 10%,  
 30%, 50%, 70% and 90% of the total lifetime of the material,  
 respectively 
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 (a) 

 (b) 

 (c) 

 (d) 

Fig. 7. Magnetic parameters determined from the rms Barkhausen  
 noise envelope versus percentage of fatigue lifetime 

As stated by Sagar et al. [33], the initial increase in Barkhau-
sen noise amplitude can be attributed to the dislocation rear-
rangements and formation of cell structures. However, one can 
notice that these tests were carried out by this research team on 
low-carbon steel of the carbon content higher by weight of about 
2.7 times in comparison to the steel tested in this research. 

The results obtained for the fatigue pre-strained steel of up to 
30% of the total fatigue lifetime show that the value of the Ubpp 
parameter decreases. This effect can be attributed to the increase 
in dislocation density, which hinders the movement of the domain 
walls in the material [33]. As a consequence, a less number of the 
domain walls were able to move due to stronger pinning [33]. 
Sagar et al. [33] also observed a reduction in the dislocation cell 

size in the low-carbon steel tested. 
Another possible reason for the Barkhausen noise amplitude 

decrease is the persistent slip bands (PSBs) formation in the 
material due to dynamic loading [33]. The accumulation of depos-
ited dislocations on the PSB–material matrix interfaces causes 
during fatigue three-dimensional residual compression stress in 
PSBs [43]. However, it is well known [27, 44, 45] that compressive 
stresses reduce the Barkhausen noise level in materials with a 
positive coefficient of magnetocrystalline anisotropy K. Steels 
belong to such materials. 

Taking into account the results of the steel fatigue pre-strained 
for the higher number of loading cycles (exceeding 30% of the 
number of cycles to failure), the Barkhausen noise level, ex-
pressed as the Ubpp parameter, increases. Under such testing 
conditions, the crack initiates, and then, the stress relaxation 
takes place, leading as a consequence to Ubpp increase [33]. The 
trends in increase or decrease of the Ubpp parameter of the medi-
um carbon steel are very similar to those presented in the litera-
ture [32] for the SAE8620 steel. 

Earlier publications did not pay attention to the magnetic pa-
rameters determined from the Barkhausen noise rms envelope, 
such as Int(Ub), Hpp and FWHM [32, 33, 46]. It turns out that 
changes in these parameters considered as a function of the 
number of loading cycles have a completely different character. 
For example, a linear decrease in the FWHM parameter versus 
the cycles to failure was observed. 

4. CONCLUSIONS 

Magnetic Barkhausen effect was used to identify the damage 
degree of the 42CrMo4 medium carbon steel subjected to fatigue 
loading conditions. The rms Barkhausen noise envelope follows 
material degradation due to cyclic loading, and as a consequence 
evolution of dislocation structure. 

Among the considered parameters, FWHM is the most suita-
ble since it changes linearly with the increasing number of loading 
cycles, thus giving fast assessments of the material degradation. 
It decreases with the duration of the fatigue process and 
damage development.  

The linear character of the relationship between the FWHM 
parameter and the number of loading cycles to fracture was dis-
covered, providing the promising tool for early fatigue damage 
inspection. This means the method can support diagnostic and 
inspection processes of elements and structural metallic materials 
with the application of other non-destructive methods.  
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Abstract: The dynamic analysis of complex mechanical systems often requires the application of advanced mathematical techniques.  
In this study, we present a variation iteration-based solution for a pendulum system coupled with a rolling wheel, forming a combined  
translational and rotational system. Furthermore, the Lagrange multiplier is calculated using the Elzaki transform. The system  
under investigation consists of a pendulum attached to a wheel that rolls without slipping on a horizontal surface. The coupled motion  
of the pendulum and the rolling wheel creates a complex system with both translational and rotational degrees of freedom. To solve  
the governing equations of motion, we employ the variation iteration method, a powerful numerical technique that combines  
the advantages of both variational principles and iteration schemes. The Lagrange multiplier plays a crucial role in incorporating  
the constraints of the system into the equations of motion. In this study, we determine the Lagrange multiplier using the Elzaki transform, 
which provides an effective means to calculate Lagrange multipliers for constrained mechanical systems. The proposed solution technique 
is applied to analyse the dynamics of a pendulum with a rolling wheel system. The effects of various system parameters,  
such as the pendulum length, wheel radius and initial conditions, are investigated to understand their influence on the system dynamics. 
The results demonstrate the effectiveness of the variation iteration method combined with the Elzaki transform in capturing the complex 
behaviour of a combined translational and rotational system. The proposed approach serves as a valuable tool for analysing  
and understanding the dynamics of similar mechanical systems encountered in various engineering applications. 

Key words: Elzaki transform, Variational iteration method, Combined translational and rotational system, Pendulum with rolling wheel 

1. INTRODUCTION 

A pendulum with a rolling wheel is a fascinating physical sys-
tem that has numerous applications in engineering and physics. 
One of its most common applications is in the design of mechani-
cal clocks, where the oscillation of the pendulum is used to regu-
late the motion of the clock’s gears and maintain accurate time-
keeping. The rolling wheel adds an extra dimension to the pendu-
lum’s motion, leading to new and interesting phenomena that can 
be studied and utilised in various applications. Another important 
application of a pendulum with a rolling wheel is in the study of 
dynamics and control systems. By analysing the system’s motion 
and behaviour, engineers and scientists can gain valuable insights 
into how to control and stabilise complex mechanical systems. For 
example, this system can be used to design effective suspension 
systems for vehicles or to develop new control algorithms for 
robots and other automated machines [1-3]. Another interesting 
physical system is the combined translational and rotational sys-
tem. This system is often encountered in many everyday devices, 
such as the wheels of a car or the rotor of a helicopter. By study-
ing the motion of these systems, engineers can gain valuable 
insights into how to design more efficient and effective mechanical 
devices. Furthermore, the combined translational and rotational 
system has many applications in the field of robotics. By under-
standing how this system behaves and interacts with their envi-
ronment, researchers can design more advanced and capable 
robots that can perform complex tasks and interact with the world 
in more natural ways. 

F. Inada et al. [4] discussed the stability analysis of a two-
degree-of-freedom system combined with a rotational and transla-
tional system. T. Koray Palazoğlu and Welat Miran [5] experimen-
tally investigated the combined translational and rotational move-
ment on radio frequency heating uniformity. The complex dynam-
ics of a mechanical mechanism [6] can be solved both numerically 
and analytically by utilising the harmonic balance technique and 
RK fourth-order method. Two-dimensional numerical simulation 
[7] is used to investigate the mechanical activities on a moving 
invader into a granular material subject to a gravity field. The 
rotating pendulum system, three-degree-of-freedom auto-
parametric system and spring–pendulum system have significant 
applications. The windmill and waterwheel aid in the development 
of energy harvesting. For many years, researchers have been 
striving to find a way to store the energy produced by heat and 
vibrations. The desire to power sensor networks and mobile de-
vices without batteries that require external charging or mainte-
nance is one of the driving forces behind the need for innovative 
energy-harvesting systems. Energy harvesting is also known as 
ambient power, or power harvesting is the process by which 
energy is derived from external sources such as solar electricity, 
wind, and thermal and kinetic energy; then stored for use by 
small, wireless autonomous devices such as wearable electronics 
devices, condition monitoring systems[8] and wireless networks of 
sensors [9]. Recently, pendulum energy harvesters have been 
used in ultra-low-frequency environments, including ocean waves, 
human motion and structural vibration. 
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Fig. 1. Classification of pendulum energy-harvesting technologies [10] 

It is assumed that a rotational pendulum has a length and a 
lumped mass, and rotates at a constant speed. Wherever the 
pendulum’s angular displacement in the vertical direction is, that is 
where the kinetic energy and potential energy exist. The Lagrange 
equation can be used to obtain the rotational pendulum equation. 
In many devices and structures, the vibrations that are excited 
generally have an improper and undesirable consequence. Cur-
rently, there are several various approaches to decrease or even 
stop the oscillating system’s amplitude. A vibrating system cou-
pled to an auxiliary mass using a spring is the most basic type of a 
dynamic vibration absorber. This kind is highly beneficial when the 
system becomes excited by a regularly changing force with a fixed 
frequency, particularly when the force’s frequency is very close to 
the resonance frequency of the system under consideration [11]. 
The main system is coupled to an auto-parametric pendulum 
absorber as a secondary subsystem, which reduces the energy 
from the primary system [12]. Many constructed structures includ-
ing clocks, percussion instruments, roller coasters and gravita-
tional anomalies caused by earthquakes utilise pendulums from a 
practical perspective. Engineers are making an effort to compre-
hend the physics of the pendulum, centripetal force and inertia. A 
pendulum is used to improve the tempo of music. The oscillatory 
motion of a simple pendulum is one of the most investigated 
motions in applied physics and engineering. The motion of a 
pendulum plays a vital role in the historical background of physics 
and general topics in textbooks for undergraduate students. Thus, 
a simple pendulum is the most common mechanical example, and 
studying it eases the basics of classical mechanics. In many 
textbooks and engineering applications, the periodic motion is 
generated by reduced angle fluctuation using a simple pendulum 
[13]. The governing equation is non-linear if this restriction is not 
followed. However, this problem has an exact analytic solution 
within an integral formula [14]. Therefore, getting an exact, 
bounded approximated solution is helpful [15-16]. A simple pendu-
lum has the most basic and comprehensive structure, which 
serves as the foundation for numerous complicated applications. 
Its significance in analysing the non-linear phenomena surround-
ing us is established in both engineering fields and fundamental 
areas such as physics and chemistry, and the lower dimensional 
compound system such as a swinging Atwood’s machine [17], 
spring mass pendulum [18-19] and elastic pendulum [20-22] can 
demonstrate a wide variety of non-trivial phenomena including 
continuous processes and many types of resonance. A simple 
pendulum and another oscillating system, for example, a pendu-

lum rotating with a different trajectory of its pivots, are compo-
nents of different machine parts. Auto-parametric resonance is 
significant for this type of mechanical system. Hence, to determine 
the significance of a simple pendulum problem, the present work 
focused on what happens when a simple pendulum is attached to 
a lightweight spring. 

Ordinary and partial differential equations are significant in 
many fields of science, including biology, mathematics, chemistry 
and applied physics. The physical importance of the condition that 
qualitatively governs dynamic behaviours and uses of practical 
physics include population growth, potential fields, electrical cir-
cuits and tree biology. Differential equations are generated from 
physical conditions. The solution to a linear differential equation is 
quite easy, but finding an analytical solution of a non-linear differ-
ential equation can be challenging in many cases. Consequently, 
approximation and numerical techniques are frequently used 
because the majority of differential equations do not have an 
exact closed form solution. There are many methods to solve non-
linear problems; for instance, the perturbation method [23] is used 
to find the approximate solution of a parametric pendulum. V.S. 
Sorokin [24] analysed the motion of an inverted pendulum using 
the method of direct separation of motion (MDSM). A.I. Ismail [25] 
investigated the motion of a solid pendulum by using a large 
parameter method (LPM). M.M Khan [26] determined the solution 
of an undamped pendulum and a harmonic oscillator by using the 
variational iteration method (VIM). J Freundlich and D Soda [27] 
applied the multi-scale method to analyse the mechanical system 
with a spherical pendulum. The multi-harmonic energy balance 
method [28] is used to identify the energy-dependent pattern of 
the synchronisation of coupled pendulums. An energy-harvesting 
instrument [47] is used to control the kinematics of a spring–
pendulum system. 

The natural decomposition method [29] is utilised to determine 
the inviscid Burgers’ equation. The variational iteration technique 
[30] is used to find the solution of integro-differential equation. The 
analytic solution of the Duffing–van der Pol oscillator (DVdP) is 
obtained by using the multiple timescales technique [31]. The 
applications of thermal oscillation in a heat shock are discussed 
[32]. Many of these exact solution techniques cannot handle all 
types of non-linear problems. Numerous computational tech-
niques are employed to solve problems involving non-linear dy-
namics [33-34]. However, analytical methods are preferable to 
numerical methods because they allow for easier understanding 
of the basic physics of the problem. The variational iteration tech-
nique was introduced in 1998 [35] and has been successfully 
used to solve a wide range of non-linear problems [36]. The main 
objective of this approach is to construct a correction function by 
utilising a general Lagrange multiplier that is carefully selected 
because its correctional solution is significant than the initial trail 
function. Numerous results depending on the variational iteration 
technique are unable to demonstrate in many problems, because 
the integral of the correctional function is convolution type then 
modification of Elzaki transform can be applied. The Lagrange 
multiplier plays a vital role in the variational iteration technique, 
and variational theory is used for this purpose. Furthermore, to 
find out the Lagrange multiplier using the Elzaki variational meth-
od is much better than using the variational theory [37]. 

The current work focuses on analysing the motion of a pendu-
lum attached to a rolling wheel by a lightweight spring and a com-
bined translational and rotational system by using the variational 
iteration method and Elzaki transform. Understanding the dynam-
ics of a pendulum with a rolling wheel is important in mechanical 



Muhammad Amir, Asifa Ashraf, Jamil Abbas Haider         DOI 10.2478/ama-2024-0006 
The Variational Iteration Method for a Pendulum with a Combined Translational and Rotational System 

50 

engineering, robotics, physics, etc. The system can be used to 
model a variety of real-world phenomena, such as the motion of a 
pendulum clock, the behaviour of a robotic arm or the dynamics of 
a vehicle with rolling wheels. 

Overall, a pendulum with a rolling wheel is a fascinating ex-
ample of a complex mechanical system that exhibits both transla-
tional motion and rotational motion, and it provides a rich area of 
research in various fields of science and engineering. 

To perform the Elzaki transform based on the VIM, we follow 
the following four steps: 

Apply the Elzaki transform to the non-linear differential equa-
tion, which involves converting the equation into a set of algebraic 
equations. This step can be accomplished using standard mathe-
matical techniques. 

Apply the inverse Elzaki transform to obtain an approximate 
solution to the differential equation. 

Use the VIM to refine the approximate solution obtained in 
step 2. This involves iterating the solution until convergence is 
achieved. 

Use the refined solution to obtain the final solution to the dif-
ferential equation. 

The combination of the Elzaki transform and the VIM provides 
an efficient and accurate method for solving a wide range of dif-
ferential equations and has been applied in various fields of sci-
ence and engineering. 

The he article is organised as follows: Section 2 discusses the 
identification of the Lagrange multiplier by using the Elzaki trans-
form. Section 3 outlines the suitability and correctness of the 
purposed method for a pendulum with a rolling wheel and a com-
bined translational and rotational system. Section 4 ends with the 
concluding remarks. 

2. IDENTIFICATION OF VARIATION ITERATION METHOD’S                        
LAGRANGE MULTIPLIER BY USING THE ELZAKI 
TRANSFORM 

The identification of variation iteration method’s Lagrange mul-
tiplier is a crucial step in solving optimisation problems. One ap-
proach to finding this multiplier is using the Elzaki transform. The 
Elzaki transform is a mathematical technique that transforms the 
Lagrangian function into a new function that involves only optimi-
sation variables. This transform eliminates the need for the La-
grange multiplier, simplifying the problem and making it easier to 
solve. 

To use the Elzaki transform, the original Lagrangian function 
is first expressed as a function of optimisation variables and the 
Lagrange multiplier. Then, the Elzaki transform is applied to this 
function, which results in a new function that only involves optimi-
sation variables. The derivative of this new function is set to zero 
to find the optimal values of the optimisation variables, which can 
then be used to solve the original optimisation problem. 

The use of the Elzaki transform in the identification of the La-
grange multiplier in the variation iteration method has proven to be 
an effective and efficient approach. It has been successfully ap-
plied in various fields, including engineering, economics and 
physics, to solve a range of optimisation problems. The technique 
is especially useful for complex problems with multiple constraints 
and variables, where traditional methods may not be suitable. 

Consider a general non-linear oscillatory system: 

𝑣′′(𝑡) + 𝑓(𝑣) = 0 (2.1) 

Initial conditions for this system can be written as follows: 

𝑣(0), 𝑣′(0) = 0  

Equation (1) can be rewritten in the following form: 

𝑣′′ + 𝛺2𝑣′ + 𝑔(𝑣) = 0,  (2.2) 

where  

𝑔(𝑣) = 𝑓(𝑣) − 𝛺2𝑣  

According to the VIM [38], we developed the correctional func-
tional for equation (2) in the following manner: 

𝑣𝑛+1(𝑡) =

𝑣𝑛(𝑡) + ∫ 𝜆(𝑡, 𝜂)[𝑣𝑛
′′(𝜂) +

𝑡

0
𝛺2𝑣𝑛(𝜂)𝑔̃(𝑣𝑛)]𝑑𝜂,     

 𝑛 = 0,1,2, ….    

 
 

                                         
(2.3) 

Here, λ represents the Lagrange multiplier, vn denotes the 

approximate solution and g̃ is the restricted variant. We then used 
another way of finding the Lagrange multiplier, which is a signifi-
cant part of the variational technique. Generally, the Lagrange 
multiplier can be express as follows [39-40]: 

𝜆 = 𝜆(𝑡 − 𝜂) 

We applies the Elzaki transform [41] on both sides of equation 
(3), and using the properties of proposed transform, the correc-
tional function can be written as follows: 

𝛦[𝑣𝑛+1(𝑡)] = 𝛦[𝑣𝑛(𝑡)] + 𝛦[∫ 𝜆(𝑡 −
𝑡

0

𝜂)[𝑣𝑛
′′(𝜂) + 𝛺2𝑣𝑛(𝜂) + 𝑔̃(𝑣𝑛)]𝑑𝜂 =  𝛦[𝑣𝑛(𝑡)] +

𝛦[𝜆(𝑡) ∗ (𝑣𝑛
′′(𝜂) + 𝛺2𝑣𝑛(𝜂) + 𝑔̃(𝑣𝑛))] =

 𝛦[𝑣𝑛(𝑡)] +
1

𝑤
𝛦[𝜆(𝑡)]𝐸[(𝑣𝑛

′′(𝜂) + 𝛺2𝑣𝑛(𝜂) +

𝑔̃(𝑣𝑛))]  =   

Ε[𝑣𝑛(𝑡)] +
1

𝑤
Ε[𝜆(𝑡)][(

1

𝑤2 + Ω2) Ε[𝑣𝑛(𝑡)] −

𝑠𝑣𝑛(0) − 𝑣𝑛
′ (0) + Ε[𝑔̃(𝑣𝑛)]]  

 
 
  (2.4) 
 
  
 
    
 
   (2.5) 

By using the variation with respect to vn for calculating the 
value λ in equation (2.5), the stationary condition can be express 
as follows:     

𝐸[𝛿𝑣𝑛] +
1

𝑤
𝐸[𝜆] (

1

𝑤2 + 𝜔2) 𝐸[𝛿𝑣𝑛] = 0
   

 

(2.6) 

From equation (2.6), the following equation can be obtained: 

E[𝜆(𝑡)] = −
𝑤3

1+𝛺2𝑤2   (2.7) 

We assumed that 

𝛿

𝛿𝑣𝑛
𝛦[𝑔̃(𝑣𝑛)] = 0  

We used the inverse Elzaki transform to determine the value 

of λ: 

𝜆(𝑡) = −
1

𝛺 
𝑠𝑖𝑛𝑤𝑡 ,                                      (2.8) 

which is similar to that used by Anjum and He [42]. 
By utilising equation (4), we obtained the following recursive 

formula: 

𝛦[𝑣𝑛+1(𝑡)] =

𝛦[𝑣𝑛(𝑡)] −
1

𝛺 
𝛦 [∫ 𝑠𝑖𝑛𝑤(𝑡 − 𝜂)[𝑣𝑛

′′(𝜂) +
𝑡

0
𝛺2𝑣𝑛(𝜂) +

𝑔̃(𝑣𝑛)]] 𝑑𝜂       
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or 

𝛦[𝑣𝑛+1(𝑡)] = 𝛦[𝑣𝑛(𝑡)] −
1

𝛺 
𝛦[𝑠𝑖𝑛𝑤𝑡][𝑣𝑛

′′(𝜂) +

𝛺2𝑣𝑛(𝜂) + 𝑔̃(𝑣𝑛)]                                                                (2.9) 

 

Using the Elzaki transform properties, we can find higher  
order solutions by using the aforementioned recursive formula. 

3. PENDULUM WITH ROLLING WHEEL 

A pendulum with a rolling wheel is a classic physics problem 
that involves the motion of a wheel attached to a pendulum. The 
system consists of a wheel that is free to rotate and a pendulum 
that is free to swing back and forth. The wheel is attached to the 
pendulum at its centre of mass, and the entire system is free to 
move in a vertical plane. 

As the pendulum swings, the wheel rolls along the ground, 
creating a complex motion that can be challenging to analyse. The 
motion of the wheel is affected by both its rotational motion and 
linear motion, making it difficult to predict its behaviour. 

Despite its complexity, the pendulum with a rolling wheel is an 
important model for understanding the principles of mechanics 
and is often used to teach physics students the relationship be-
tween rotational motion and linear motion. It also has practical 
applications in areas such as robotics, where similar systems are 
used to control the movement of robotic arms and other devices. 

Overall, the pendulum with a rolling wheel is a fascinating ex-
ample of the interplay between rotational motion and linear motion 
and provides a valuable tool for understanding the principles of 
mechanics. 

Fig.1 shows the movement of a pendulum connected to a  
rotating wheel and restrained by a lightweight spring [43].  
Cartesian coordinates are utilised for a better fit, with the x-axis 
being parallel to the horizon and the y-axis being vertically  
upwards. 

 
Fig. 2. Dynamic model 

The given system's x-axis can be written as follows: 

𝑥 = 𝑥𝑤ℎ𝑒𝑒𝑙 + 𝑥𝑝𝑒𝑛𝑑 = 𝑟𝜃 + 𝑙𝑜𝑠𝑖𝑛𝜃                 (3.1) 

The supposed system’s y-axis can be written as follows: 

𝑦 = −𝑙𝑜𝑐𝑜𝑠𝜃 

As a result, the bob’s location is specified as follows: 

𝑟 = ( 𝑟𝜃 + 𝑙𝑜𝑠𝑖𝑛𝜃, −𝑙𝑜𝑐𝑜𝑠𝜃)                    (3.2) 

The kinetic energy of the system can be formulated as follows: 

𝑇 =
𝑚

2
(𝑟2 + 𝑙𝑜

2 + 2𝑟𝑙𝑜𝑐𝑜𝑠𝜃)𝜃̇2 

The potential energy is given as follows: 

𝑉 =
1

2
𝑘𝑥𝑤ℎ𝑒𝑒𝑙

2 − 𝑚𝑔𝑙𝑜𝑐𝑜𝑠𝜃                    (3.3) 

The Lagrangian function of the system is given as follows: 

𝐿 =
𝑚

2
(𝑟2 + 𝑙𝑜

2 + 2𝑟𝑙𝑜𝑐𝑜𝑠𝜃)𝜃̇2 −
1

2
𝑘𝑟2𝜃2 − 𝑚𝑔𝑙𝑜𝑐𝑜𝑠𝜃 

The organisation thus takes one degree of freedom. 
Consequently, the motion equation becomes as follows: 

𝑑

𝑑𝑡
(

𝜕𝐿

𝜕𝜃̇
) −

𝜕𝐿

𝜕𝜃
= 0  

or 

𝑚(𝑟2 + 𝑙𝑜
2 + 2𝑟𝑙𝑜𝑐𝑜𝑠𝜃)𝜃̈ − 𝑚𝑟𝜃̇2𝑠𝑖𝑛𝜃 + 𝑘𝑟2𝜃̇2 +

𝑚𝑔𝑙𝑠𝑖𝑛𝜃 = 0                                                                  (3.4) 

Nayfeh [44] provided similar derivations of Eq. (3.4) in differ-
ent cases for numerous mechanical problems, and El-Dib and 
Moatimid [45] provided derivations for a rigid rod that rocks across 
a circular surface. To simplify the governing equation of motion 
and minimise the scaling effects, the following non-dimensional  
parameters are modified.  

Consider l, m and √
l

g
  to be the characteristic length, mass, 

and time respectively; as a result, Eq. (3.4) can be written as 
follows: 

(𝑟2 + 𝑙𝑜
2 + 2𝑟𝑙𝑜𝑐𝑜𝑠𝜃)𝜃̈ −  𝑟𝜃̇2𝑠𝑖𝑛𝜃 + 𝑘𝑟2𝜃̇2 + 𝑠𝑖𝑛𝜃  (3.5) 

For small values of θ, the Taylor expansion is expanded, 

assuming 𝑠𝑖𝑛𝜃 ≅ 𝜃 −
𝜃3

3!
and  𝑐𝑜𝑠𝜃 ≅ 1 −

𝜃2

2!
 . 

Then, Equation (3.5) is formulated as follows: 

(1 − 𝛼𝜃2)𝜃̈ + 𝜔2𝜃̇2 − 𝛼𝜃𝜃̇2 +
𝛼

6
𝜃3𝜃̇2 − 𝛽𝜃3 = 0  (3.6) 

where  

=
𝑟

(𝑟+1)2, 𝜔2 =
𝑘𝑟2+1

(𝑟+1)2  𝑎𝑛𝑑 𝛽 =
1

6(𝑟+1)2 

Equation (3.6) can be rewritten as follows: 

(1 − 𝛼𝑣2)𝑣̈ + 𝛺2𝑣 − 𝛼𝑣𝑣̇2 +
𝛼

6
𝑣3𝑣̇2 − 𝛽𝑣3 = 0 

 
 (3.7) 

Initial conditions are given as follows: 

𝑣(0) = 1, 𝑣′(0) = 0 

The correctional functional is written as follows: 

𝐸[𝑣𝑛+1(𝑡)] = 𝐸[𝑣𝑛(𝑡)] −
1

𝛺 
𝐸[𝑠𝑖𝑛𝛺𝑡]𝐸[(1 − 𝛼𝑣𝑛

2)𝑣𝑛̈ +

𝛺2𝑣𝑛 − 𝛼𝑣𝑛𝑣𝑛̇
2 +

𝛼

6
𝑣𝑛

3𝑣𝑛̇
2 − 𝛽𝑣𝑛

3]                               (3.8)      

 
 
 

Substituting n = 0, we have 

𝐸[𝑣1(𝑡)] = 𝐸[𝑣0(𝑡)] −
1

𝛺 
𝐸[𝑠𝑖𝑛𝛺𝑡]𝐸[(1 − 𝛼𝑣0

2)𝑣0̈ +

𝛺2𝑣0 − 𝛼𝑣0𝑣0̇
2 +

𝛼

6
𝑣0

3𝑣0̇
2 − 𝛽𝑣0

3]  

Assuming the initial solution is v0(t) = AcosΩt, we have 

𝐸[𝑣1(𝑡)] = 𝐸[𝑣0(𝑡)] −
1

𝜔
𝐸[𝑠𝑖𝑛Ω𝑡]𝐸[−𝐴𝜔2𝑐𝑜𝑠Ω𝑡 −

𝛼𝐴2𝑐𝑜𝑠2Ω𝑡(−𝑎Ω2𝑐𝑜𝑠𝜔𝑡) + Ω2𝐴𝑐𝑜𝑠𝜔𝑡 −

𝛼𝐴𝑐𝑜𝑠Ω𝑡(−𝐴Ω𝑠𝑖𝑛Ω𝑡)2 +
𝛼

6
𝐴3𝑐𝑜𝑠3Ω𝑡(−𝐴Ω𝑠𝑖𝑛Ω𝑡)2 −

𝛽𝐴3𝑐𝑜𝑠3Ω𝑡 = 0  
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After some calculations, the previous expression becomes as 
follows: 

𝐸[𝑣1(𝑡)] = 𝐸[𝐴𝑐𝑜𝑠𝛺𝑡] −
1

𝛺 
[(−𝐴𝛺2 +

3𝐴3𝑎𝛺2

4
+ 𝐴𝛺2 −

𝛼𝐴3𝛺2 +
3𝐴3𝑎𝛺2

4
+

𝐴5𝑎𝛺2

8
−

5𝐴5𝑎𝛺2

48
−

3𝐴3𝛽

4
) 𝐸[𝑐𝑜𝑠𝛺𝑡]𝐸[𝑠𝑖𝑛𝛺𝑡] + (

𝐴3𝑎𝛺2

4
−

𝐴3𝑎𝛺2

4
+

𝐴5𝑎𝛺2

24
−

5𝐴5𝑎𝛺2

6
−

𝐴3𝛽

4
−) 𝐸[𝑐𝑜𝑠3𝛺𝑡]𝐸[𝑠𝑖𝑛𝛺𝑡] −

𝐴5𝑎𝛺2

96
𝐸[𝑐𝑜𝑠5𝛺𝑡]𝐸[𝑠𝑖𝑛𝛺𝑡]]                                                 

 
 
 
 
 

 (3.9) 
 

Taking the inverse Elzaki transform of equation (3.9), we get 
the first-order approximate results as follows: 

−
1

𝛺 
[(−𝐴𝛺2 +

3𝐴3𝑎𝛺2

4
+ 𝐴𝛺2 − 𝛼𝐴3𝛺2 +

3𝐴3𝑎𝛺2

4
+

𝐴5𝑎𝛺2

8
−

5𝐴5𝑎𝛺2

48
−

3𝐴3𝛽

4
)  

This results in the expression for the system’s angular 
frequency. 

𝛺 = √

9

7
𝛽𝐴3

3

4
𝛼𝐴5 − 𝛼𝐴2 −

𝛼3

12

 

4. COMBINED TRANSLATIONAL AND ROTATIONAL 
SYSTEM 

A combined translational and rotational system is a physical 
system that involves both translational motion (motion in a straight 
line) and rotational motion (motion around an axis). This system 
can be found in a wide range of mechanical devices, from car 
engines to amusement park rides. In a combined system, both 
translational motion and rotational motion are interconnected and 
affect each other. For example, in a car engine, the pistons move 
in a straight line to create rotational motion in the crankshaft, 
which in turn drives the wheels to create translational motion of 
the vehicle. Analysing a combined translational and rotational 
system can be complex as the motion of each component is 
interdependent. This requires an understanding of the physics of 
both translational motion and rotational motion, as well as the 
principles of torque and energy transfer. Despite their complexity, 
a combined translational and rotational system is vital to many 
everyday devices and are crucial to the functioning of modern 
technology. Studying these systems can lead to  
advancements in engineering and physics and can help us better 
understand the world around us. The idealised description of a 
mechanical device is a homogenous, uniform wheel rolling 
smoothly over a horizontal surface. A combined translational and 
rotational system is shown geometrically [36,46] in Figure 2. 

The device’s frame is secured to the centre of the wheel by a 
linear spring and a force. At the top of the wheel, the force  
F = cosΩt is used. 

𝑣̃′′ +
2𝑘

3𝑚
𝑣̃ −

2

3𝑚
𝑐𝑜𝑠2 𝛺𝑡 = 0      (4.1) 

Initial conditions of equation (4.1) are as follows: 

𝑣̃′(0) = 𝐴,    𝑣̃(0) = 0       (4.2) 

To simplify this model, 𝛼 and 𝛽 are taken as follows: 

𝛼 =
2𝑘

3𝑚
, 𝛽 =

2

3𝑚
 

Equation (4.2) can be rewritten as follows: 

𝑣̃′′ + 𝛼𝑣̃ − 𝛽 𝑐𝑜𝑠𝛺𝑡 = 0        (4.3) 

Now, we rewrite the equation according to the solution of the 
variational iterative technique with the Elzaki transform: 

𝑣̃′′ + 𝛺2𝑣̃  + 𝑔(𝑣̃) = 0        (4.4) 

where 

𝑔(𝑣̃) = (𝛼 − 𝛺2)𝑣̃ − 𝛽 𝑐𝑜𝑠2 𝛺𝑡 

 

 
Fig. 3. Combined translational and rotational system 

The iterative formula of the aforementioned model can be writ-
ten as follows: 

𝐸[𝑣̃𝑛+1(𝑡)] = 𝐸[𝑣̃𝑛(𝑡)] − 𝐸[∫
1

Ω
𝑠𝑖𝑛Ω(𝑡 − 𝜂)[𝑣̃𝑛

′′(𝜂) +
𝑡

0

Ω̃2𝑣̃𝑛(𝜉) + 𝑔̃(𝑣̃𝑛)]𝑑𝜂   

𝐸[𝑣̃𝑛+1(𝑡)] =  𝐸[𝑣̃𝑛(𝑡)] −
1

Ω
𝐸[𝑠𝑖𝑛Ω𝑡]𝐸[𝑣̃𝑛

′′(𝑡) +

Ω̃2𝑣̃𝑛(𝑡) + 𝑔(𝑣̃𝑛)]    

= 𝐸[𝑣̃𝑛] −
1

𝛺
𝐸[𝑠𝑖𝑛𝛺𝑡]𝐸[𝑣̃𝑛

′′ + 𝛼𝑣̃𝑛(𝑡) − 𝛽 𝑐𝑜𝑠2 𝛺𝑡]     (4.5) 

We assume the initial solution as 

𝑣̃0(𝑡) = 𝐴 𝑐𝑜𝑠 𝛺𝑡                       (4.6) 

By utilising equation (4.6) to find the solution of equation, we 

substitute n = 0: 

𝐸[ 𝑣̃1(𝑡)] = 𝐸[𝐴 𝑐𝑜𝑠 𝛺𝑡] −
1

𝛺
𝐸[𝑠𝑖𝑛𝛺𝑡]𝐸[−𝐴𝛺2 𝑐𝑜𝑠 𝛺𝑡 +

𝛼𝐴 𝑐𝑜𝑠 𝛺𝑡 − 𝛽 𝑐𝑜𝑠𝛺𝑡]                       (4.7) 

We apply the inverse Elzaki transform to equation (4.7) to ob-
tain the first approximate solution: 

𝑣̃1(𝑡) =
𝐴 𝑐𝑜𝑠 𝛺𝑡 −
1

𝛺
(−4𝐴𝛺2 + 𝛼𝐴 − 3𝛽) (

1

2𝛺2 𝑠𝑖𝑛 𝛺𝑡 −
1

2𝛺
𝑡 𝑐𝑜𝑠 𝛺𝑡)         (4.8) 

 



DOI 10.2478/ama-2024-0006              acta mechanica et automatica, vol.18 no.1 (2024) 

53 

The second term expressed the secular term, so amplitude in-
creases with time. To ensure convergence, we must eliminate the 
secular term to obtain the approximate solution: 

(−4𝐴𝛺2 + 𝛼𝐴 − 3𝛽) = 0         (4.9) 

Simplify equation (4.9), the angular frequency is expressed as 
follows: 

𝛺 = √𝛼 −
3𝛽

4𝐴
  

𝑣̃1(𝑡) = 𝐴 𝑐𝑜𝑠(√𝛼 −
3𝛽

4𝐴
)𝑡,  

which is similar to that obtained by using the Laplace-basedv 
ariational iteration method [46]. 

5. CONCLUDING REMARKS 

The objective of most researchers working on non-linear dif-
ferential equations is to find analytical and numerical solutions. 
The current research emphasised on the basic pendulum problem 
when it was connected with a lightweight spring because it is 
significant in several fields. So, the purpose of this study was to 
analyse a pendulum with a spinning wheel, which is connected by 
a lightweight spring. The conserved equation generates a non-
linear equation under some particular situations. Unfortunately, we 
failed to completely remove the secular terms when utilising the 
existing traditional techniques. As a result, the approximate solu-
tion that was obtained shows increased amplitude with time.  
A combination of variational iteration and Laplace transforms is 
used to find the solution of a translational and rotational system 
and a basic pendulum attached to a wheel and lightweight spring. 
A pendulum with a rolling wheel, also known as a rolling pendu-
lum, is a system that consists of a pendulum attached to a wheel 
that rolls along a track. A combined translational and rotational 
system is a system in which an object moves both in a straight 
line and rotates about an axis simultaneously. This system has 
several interesting applications in physics and engineering listed 
as follows: 

 Demonstrating conservation of energy: A rolling pendulum is 
an excellent demonstration of the conservation of energy. As 
the pendulum swings back and forth, the energy is transferred 
between potential energy (when the pendulum is at its highest 
point) and kinetic energy (when the pendulum is at its lowest 
point). 

 Studying non-linear dynamics: The motion of a rolling pendu-
lum is highly non-linear and chaotic. It is an interesting system 
for studying non-linear dynamics and chaos theory. 

 Developing mechanical systems: A rolling pendulum can be 
used to develop mechanical systems that convert linear mo-
tion into rotational motion. This can be useful in designing var-
ious machines and devices. 

 Measuring gravitational acceleration: The period of a rolling 
pendulum is dependent on the gravitational acceleration. 
Therefore, it can be used as a tool to measure gravitational 
acceleration accurately. 

 Understanding motion and stability: A rolling pendulum is a 
great example of how motion and stability are interconnected. 
As the pendulum swings back and forth, the wheel rolls along 
the track, and the system’s stability changes. 

 Automotive engineering: Cars, trucks and other vehicles are 
examples of combined translational and rotational systems. 
The wheels of a vehicle move in a straight line while rotating 
about an axis, and the engine generates a rotational force to 
propel the vehicle forward. 

 Robotics: Robotics is another field where combined transla-
tional and rotational systems are used. Robots with rotating 
arms can move in a straight line while rotating about an axis, 
making them useful in applications such as assembly lines 
and manufacturing. 

 Mechanical engineering: Many mechanical systems, such as 
gears, pulleys and belts, involve combined translational and 
rotational motion. These systems are used in machines such 
as engines, motors and turbines. 

 Sports equipment: Sports equipment such as baseballs, foot-
balls and golf balls all involve combined translational and rota-
tional motion. This motion affects the ball’s trajectory and can 
be optimised for maximum distance or accuracy. 

 Physics education: Combined translational and rotational 
systems can be used as teaching tools in physics classrooms. 
Simple examples such as rolling balls and wheels can be 
used to illustrate concepts such as angular momentum, torque 
and conservation of energy. 
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Abstract: Titanium and its alloys represent a special class of materials. A density of 4.81 g/cm³, a tensile strength of over 1,200 MPa,  
a fatigue strength greater than that of steel, a low modulus of elasticity and its self-passivating, inert surface make titanium an ideal  
material for lightweight structures in aerospace, marine applications, the chemical industry and medical implants. Although titanium is inert 
in its oxidised state, its nascent surface created in machining reacts with almost everything in its environment, including the tool. Moreover, 
its poor thermal conductivity results in high thermal stress on the tools. Overall, these properties lead to high wear rates and result  
in the requirement for finding a particularised solution for processes such as milling that involve the need to overcome such challenges. 
Such processes therefore require lubricants with well-selected performance additives. However, most of these performance additives  
are based on mineral oil and thus come from a non-renewable resource. In the presented work, environmental-friendly alternatives  
to conventional mineral oil-based performance additives were investigated. Due to the working mechanisms of performance additives  
in machining, this work focusses on sulphur- and phosphorus-containing polysaccharides and proteins from microalgae. It has been  
successfully shown that lubricants using extracts from microalgae as performance additives can be used for high-speed milling (HSC)  
of TiAl6V4. The investigated extracts were able to reach the performance level of conventional additives in terms of tool lifetime and wear. 
The results obtained show that appropriate alternatives to mineral oil-based additives exist from renewable raw-material sources. 

Key words: titanium, TiAl6V4, high-speed milling, metalworking fluid, additives 

1. INTRODUCTION 

In metalworking processes, metalworking fluids (MWF) are 
used in various applications. In machining or forming processes, 
MWF are used to cool the process and enhance the tribological 
conditions between the workpiece and the tool. In general, MWF 
are based on mineral oils, synthetic base fluids, vegetable oils or 
even water and supplemented with specific additives. The addi-
tives improve and adjust, e.g. performance in machining and 
protection against wear and corrosion. Sulphur- and phosphorus-
containing, esterified or ethoxylated hydrocarbons, fatty alcohols 
and fatty acid esters are typically used as performance additives. 
These performance additives interact electrochemically with the 
workpiece surface and provide the desired technical properties 
(Fig. 1). The type and strength of the interaction depend in par-
ticular on the kind of application, the workpiece material (quantity 
and type of alloying constituents and oxide structure of the metal 
surface) and the chemical-structural characteristics of the addi-
tives. The effects of additives occur in its adjacent surfaces and 
within the workpiece material itself and are caused by physical 
and chemical mechanisms in the MWF (Fig. 2). A substantial 
proportion of additives is made up of mineral oils and is therefore 
unsustainable. Manufacturers of lubricants and MWF are chal-
lenged to find suitable alternatives to offer to their customers, due 
to the increasing legal requirements, and the demand from civil 
society and industry to act more sustainably [1–3]. The research 
project ALBINA presented here has focused on the development 
of alternative performance additives based on microalgae as a 
resource for a new class of sustainable additives. Several micro-
algae produce substances that, due to their chemical structure, 

can be used as analogues to conventional additives in metal 
working processes. The results obtained in HSC milling of TiAl6V4 
show the potential of algae-born substance to supplement con-
ventional performance additives [4–5]. 

 
Fig. 1. Milling process as an example for metal cutting and working site  

of metalworking fluids. Scheme of a conventional performance 
additive and metal surface. The areas relevant to a potential 
 interaction are highlighted in grey 

 

Fig. 2. Working sites and mechanisms of action for exemplary groups  
of additives (acc. [3], modified). AW, anti-wear; 
EP, extreme pressure 
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2. OBJECTIVE 

The overall objective of the work presented is to replace con-
ventional MWF additives with components from microalgae. Many 
algae species are capable of synthesising substances that can 
work as equivalents to the common additives used in MWF. 
These include, in particular, sulphur- and phosphorus-containing 
polysaccharides and protein components. It is known that several 
polysaccharides and protein structures have naturally incorpo-
rated sulphur or phosphorus atoms. Therefore, they represent an 
ideal partner for interactions with the metal surface. These struc-
tural analogues are intended to replace conventional additives in 
tribological applications and ideally surpass them in their technical 
impact. 

2.1. Titanium 

Titanium is one of the most common elements in the Earth’s 
crust. Alloys of titanium represent a special class of materials. 
Titanium has a density of 4.81 g/cm³, a tensile strength of over 
1,200 MPa, a fatigue strength greater than the one of steel and a 
low modulus of elasticity. In addition to its specific mechanical 
properties, titanium is extremely corrosion-resistant due to the 
self-passivation of the surface with an oxide layer. Therefore, it is 
an ideal material for lightweight structures in aerospace and ma-
rine applications, the chemical industry and medical implants. In 
machining processes, the high strength and low thermal conduc-
tivity lead to a high thermal load and thus wear on the tool. Fur-
thermore, the increasing spring-back effect with increasing cutting 
speed leads to a larger contact zone at the flank face of the tool, 
which also manifests itself in increased wear rates. Nascent titani-
um surfaces have a high affinity for oxygen, carbon and nitrogen. 
The surface created in machining processes can react with the 
tool and the components of the MWF. Due to this, specific addi-
tives are required for an efficient machining process [6–8]. 

2.2. Why microalgae 

Microalgae are microscopic, mostly unicellular, phototrophic 
organisms. They colonise marine as well as limnic and terrestrial 
habitats. Numerous species have adapted to particularly extreme 
conditions. The estimated approximately 100,000 species of algae 
offer a high potential for substances of interest [9]. Applications 
can be found in biotechnology and the food and feed industry, as 
well as in technical industries. Due to their high surface-to-volume 
ratio, microalgae are highly productive and therefore suitable 
candidates for the production of renewable bio-based resources. 
So far, microalgal biomass production is being researched and 
commercialised, especially for food technology (pigments, lipids) 
and biofuel industries [10, 11]. 

The cultivation and harvesting of about 20 industrially used 
microalgae species are technically mastered. This creates an 
important prerequisite for the sustainable production of algae 
biomass for the development of new areas of application. The 
cultivation of microalgae is not tied to the use of agricultural land. 
Therefore, the need to consider the tank-plate conflict, which 
would require discussion in the case of other energy crops, is 
negligible. 

2.3. Process data and material 

The tests were carried out as a counter-face milling process 
on a five-axis high-speed milling machine shop Röders RXP 601 
DS from Röders GmbH, Soltau. A sensory tool holder Spike V1.2 
HSKE50 PG25 L100 C from pro-micron GmbH, Kaufbeuren, was 
applied for the recording of the resulting bending moment M, 
calculated from the individual moments Mx and My, the torsion T 
and the tensile/compressive force F during machining. Data anal-
ysis was performed post-process. The used cutting tool was a 
modular milling cutter equipped with two uncoated, round indexa-
ble inserts RDHT10T3M0-8-E04 H25 from Seco Tools GmbH, 
Erkrath, Germany. For tool wear measurements, the machine-
integrated LTS35.60-40 laser-tool-measuring system from m&h 
Inprocess Messtechnik GmbH, Waldburg was applied. It enables 
automatic length correction, diameter and contour measurement, 
wear monitoring and breakage control of the milling tools. The 
accuracy is ±1.0 µm. The cutting-edge offset is integrated at 5° 
sections over a projected 50° arc on the insert and the worn area 
of the tool is calculated (Fig. 3). 

 
Fig. 3. Left: Work area of the five-axis high-speed milling machine  

Röders RXP 601 DS with tool and workpiece. Right: Top view  
of an indexable insert with segmentation of the 5° measuring  
locations where the deviation from the pristine tool geometry  
was measured by a laser-tool-measuring system of the machine 

The workpiece was titanium grade 5 (TiAl6V4, 3.71649) with 
the following content of alloys:  

 Al = 5.5%–6.75%,  

 V = 3.5%–4.5%,  

 Fe = ≤0.3%,  

 O = ≤0.2%. 
TiAl6V4 is the most common titanium alloy and is used in aer-

ospace and medical applications. Tab. 1 documents the material 
and process data of the milling process. 

A mineral oil-free water-miscible MWF concentrate (internal 
abbreviation: DBG_ohne) was used as the base fluid for the ex-
periments. It was formulated without performance additives so as 
not to cover the effect of the tested substances in the milling 
process. The concentration of the MWF emulsion used was set up 
to 5% (v/v), and that of the reference substances and algae ex-
tracts was 0.05% (w/v) in the mixtures. As references, the follow-
ing substances were incorporated into the MWF emulsion: 

 Iota-carrageenan (CAS 9062-07-1) as a reference for sulphat-
ed polysaccharide, 

 Gelita Novotec CL800 (CAS 68410-45-7), a gelatine hydroly-
sate as a reference for proteins, 
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 TPS20 and TPS32 (CAS 68425-15-0), a tertiary dodecyl 
polysulphide, as reference for commercial performance addi-
tives, and  

 RC 2526, a sulphurised vegetable fatty acid ester, as a refer-
ence for commercial performance additives. 

Tab. 1. Material and process data of the HSC milling process 

Process HSC face milling 

Workpiece TiAl6V4 

Hardness (HRC) 33 ± 2 

Tensile strength (N/mm2) >895 

Diam. tool (mm) 20/eff. 16 

No. of cutting edges 2 

Diam. insert (mm) 10 

Cutting microstructure Fine grain 

Grain size (µm) <1 

Cobalt (%) ~5 

Microstructure hardness (HV10) 1,750 

Rake angle (°) 20 

Coating None 

Rotational speed, n (min1) 7,958 

Cutting speed, vc (m/min) 400 

Feed/tooth, fth (mm/th) 0.025 

Feed rate, vf (mm/min) 398 

Depth of cut, ap (mm) 1.0 

Width of cut, ae (mm) 6.0 

MWF concentration (%) 5.0 

Additive concentration (%) 0.05 

HSC, high-speed milling; MWF, metalworking fluid 

The reviewed algae extracts are lyophilised biomass of the 
commercially available microalgae strains Nannochloropsis salina 
and Porphyridium purpureum. The lyophilizates were rehydrated 
at a concentration of 0.05% (w/v) in warm tap water for 15 min. 
Two batches were prepared from this stock solution: 

 To the first batch 5% (v/v) of the above-described MWF, 
concentrate was added to obtain the emulsions Nanno BBT 
and Porph BBT (both internal abbreviations). 

 In the second batch, the fluid was homogenised using a CAT 

X1740 homogeniser at 17,000 min1 for 2 min. After resting it 
for 2 min, a second homogenisation step was performed at 

17,000 min1 for 2 min. Afterwards, 5% (v/v) of the above-
described MWF concentrate was added to obtain the emul-
sions Nanno hom (abbr.) and Porph hom (abbr.). This pro-
cessing approach was used to release the target substances’ 
polysaccharides and proteins from the inner cellular material. 

The HSC milling process was performed in triplicate for each of 
the described MWF compositions. The deviation bars reflect the 
minimum, mean and maximum of the respective values. 

3. RESEARCH RESULTS 

While comparing the performance of the respective MWF for-
mulations, the HSC milling process of TiAl6V4 was stopped after 
a milling distance time of 1,000 mm. The addition of the reference 
substances, as well as the microalgae extracts, led to a significant 

reduction in tool wear, ranging about 50%, compared to the basic 
MWF without performance additives. However, the wear reduction 
effect is related to the individual additives. In particular, the addi-
tion of the extracts obtained from the microalgae N. salina shows 
a noticeable reduction in tool wear. The worn area is even less 
compared to one of the commercial additives. The homogenised 
extract of the microalgae P. purpureum led to a less pronounced 
reduction in tool wear, accompanied by a large scattering. Its 
positive effect on tool wear is smaller compared to the reference 
substances. Of the commercially available additives, the best 
results were obtained with the addition of TPS32 (Fig. 4). 

 
Fig. 4. Tool wear displayed as a worn area after a tool lifetime  

of 1,000 mm in the HSC milling process. HSC, high-speed milling; 
MWF, metalworking fluid 

 
Fig. 5. Maximum tool lifetime of the MWF without performance  

additives and the MWF formulated with each 0.05% TPS32  
and the homogenised N. salina biomass, respectively.  
MWF, metalworking fluid 

 
Fig. 6. Measured resulting bending moment in the tool during milling 

using the MWF without performance additives and the MWF  
formulated with each 0.05% TPS32 and the homogenised N.  
salina biomass, respectively. MWF, metalworking fluid 
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Fig. 7. Measured torsion in the tool during milling using the MWF without 

performance additives and the MWF formulated with each 0.05% 
TPS32 and the homogenised N. salina biomass, respectively. 
MWF, metalworking fluid 

To determine the maximum tool lifetime, the homogenised ex-
tract of the microalgae N. salina was compared with the commer-
cial performance additive TPS32. The non-additive MWF served 
as a reference. The results of the maximum tool lifetime determi-
nation in the milling of TiAl6V4 show that the homogenised extract 
of the microalgae N. salina has the same performance as the 
additive TPS32. The maximum achievable tool lifetime (Fig. 5), 
the measured resulting bending moment (Fig. 6) and torsion (Fig. 
7) suffered by the tool, while working with the microalgae extract, 
are similar to those observed corresponding to the use of the 
conventional additive TPS32. 

4. DISCUSSION 

The subject of the investigations presented is to prove the po-
tential of algae-based substances to work as a performance addi-
tive for MWF in a milling process of TiAl6V4. These are intended 
to replace the mineral oil-based conventional additives as sus-
tainable active substances. The results obtained can be summa-
rised as follows. Considering the values of the reference sub-
stances and commercial additives, TPS32 led to the best results 
regarding the worn area after a milling distance of 1,000 mm 
compared to the non-additive MWF. The tool wear of the algae 
substances was the lowest of all tested additives except for the 
homogenised P. purpureum. Compared to the conventional addi-
tive TPS32, the substances of the algae N. salina reached the 
same level regarding the anti-wear and performance properties. 
Concerning the process criteria maximum tool lifetime, the result-
ing bending moment and the measured torsion, it reached values 
similar to those involved in usage of the conventional additive 
TPS32. 

The reason underlying the remarkable results obtained result-
ant to using the N. salina extract can be explained in terms of the 
chemical composition of the algae material. The protein fraction 
contains, among others, the amino acid hydroxyproline, for which 
a high affinity to metallic surfaces has been demonstrated. Simi-
larly, the oximes from the polysaccharides, which also have a high 
intramolecular local charge density, can cause these interactions 
between the metal surface and the additive molecules. In milling, 
the cutting process is periodically interrupted, whereupon the 
influence of the MWF is obtaining a higher significance. During 
one revolution in face milling as conducted here, the cutting edge 
is wetted by the MWF for most of the time. The hot edge leaving 
the workpiece readily reacts with MWF constituents, which can 

lead to the formation of a protective film on its surface. The above-
mentioned molecules can build up a tribological active surface 
layer on the tool and thus led to the reduction in wear observed in 
the milling experiments of titanium [4–6, 12, 13]. 

The anti-wear behaviour of the algae-born additives observed 
here is related to the high cutting speed in the HSC milling pro-
cess. Titanium is a weak heat conductor [6, 14]. As a result, at 
lower cutting speeds, the temperatures at the cutting edge are not 
high enough to allow a chemical reaction between the tool surface 
and the additive molecules. This dependence was also observed 
by Ma et al. [15] whilst performing drilling processes under differ-
ent process parameters. 

Benedicto et al. [16] used the Tapping Torque Test for their 
tribological experiments. They assessed the surfactant’s charge, 
the hydrocarbon chain length and the ethoxylation degree on 
machining TiAl6V4. One result they found is the context between 
the molecular structure of surfactants and the tool wear: the wear 
rate decreased with increasing chain length of the tested surfac-
tants, independent of their ionic character. In addition, they found 
that the higher the number of ethoxylation on the hydrocarbon 
chain, the more significant was the observed increase  
in lubricity [16]. 

The subject of the research of Ma et al. [15] was to investigate 
the effect of polyalkylene glycol polymer-ester-based additives 
and phosphorus-based additives on the machining performance 
during the drilling of TiAl6V4. The tool wear and energy-dispersive 
spectrometry (EDS) were evaluated to assess the performance of 
the additives in the process. The drilling process was carried out 
with a constant material removal rate under varying feed rates and 
spindle speeds. The performance of the additives was dependent 
on the conditions of the drilling process. The MWF containing 
phosphorus led to a higher lubricity at lower spindle speeds com-
pared to the polymer-based MWF. In addition, at higher spindle 
speeds, both phosphorus-rich and carbon-rich tribological layers 
were observed on the flank surface, depending on the MWF  
used [15]. 

Research dealing with the effect of additives in titanium ma-
chining in more detail is rare. The papers cited here support the 
approach that additives with a local charge density can improve 
the machining process of titanium. As mentioned above, additives 
with charge carriers such as phosphates and ethoxylates can lead 
to reduced wear and better performance. 

5. SUMMARY AND OUTLOOK 

The presented investigation focusses on algae-based sub-
stances as a sustainable substitute for conventional mineral oil-
based performance additives in metalworking processes. The 
obtained results show the potential of the microalgae extracts to 
work as anti-wear additives in high-speed milling of TiAl6V4. 
Compared to the commercial additive TPS32, the extracts of the 
microalgae N. salina reached the same performance level regard-
ing the tool wear and lifetime as well as the torsion and the result-
ing bending moment. The findings reveal that microalgae-based 
additives will be a first step to a new type of MWF additive. In 
combination with plant-based base oil, a fully sustainable and CO2 
neutral MWF will be achieved. 

 
 



DOI 10.2478/ama-2024-0007               acta mechanica et automatica, vol.18 no.1 (2024)  

59 

REFERENCES 

1. Byers JP. Metalworking Fluids. Third Edition, Boca Raton, Taylor & 
Francis, CRC Press. 2017. 

2. Czichos H, Habig KH. Tribologie-Handbuch, Springer Vieweg, Wies-
baden. 4. Edition. 2015.  

3. Minami I. Molecular Science of Lubricant Additives. Applied Scienc-
es, 2017, 7(5): 445. https://doi.org/10.3390/app7050445 

4. Koch T, Gläbe R, Wenzel D, Siol A. Köser J. Thoeming J. Mesing S. 
Larek R. Gavalás-Olea A. Lang I. Nachhaltige Schmierstoff-Additive 
auf Basis von Mikroalgen in der Umformung und Zerspanung. Teil 1. 
Tribologie und Schmierungstechnik. 2022; 69(3): 18-26. 
DOI:10.24053/TuS-2022-0014 

5. Koch T, Gläbe R, Wenzel D, Mesing S, Wilke K, Larek R. Nachhalti-
ge Schmierstoff-Additive auf Basis von Mikroalgen in der Umformung 
und Zerspanung. Teil 2. Tribologie und Schmierungstechnik. 2022; 
69(3): 18-26. DOI:10.24053/TuS-2022-0015 

6. Meier L. Developing Metalworking Fluids for Titanium Cutting. ETH 
Zürich, PhD-Thesis. 2020. https://doi.org/10.3929/ethz-b-000413413 

7. Schaal N, Kustera F, Wegenera K. Springback in metal cutting with 
high cutting speeds. Procedia CIRP. 2015, 31: 24-28. 
https://doi.org/10.1016/j.procir.2015.03.065 

8. Thieme Römpp Lexikon: Titan - RÖMPP, Thieme Gruppe (cited 2022 
Apr 08). 

9. www.algaebase.org. (cited 2022 Apr 08). 
10. D’Alessandro EB, Nelson RAF. Concepts and studies on lipid and 

pigments of microalgae: A review. Renewable and Sustainable Ener-
gy Reviews. 2016; 58: 832-841. 
https://doi.org/10.1016/j.rser.2015.12.162 

11. Roux JM, Lamotte H, Achard JL. An Overview of Microalgae Lipid 
Extraction in a Biorefinery Framework. Energy Procedia. 2017; 112: 
680-688. https://doi.org/10.1016/j.egypro.2017.03.1137 

12. Murmu M, Sengupta S, Pal R, Mandal S, Murmu N.C. Banerjee P. 
Efficient tribological properties of azomethine functionalized chitosan 
as a bio-lubricant additive in paraffin oil: experimental and theoretical 
analysis. RSC Advances. 2020; 10(55): 33401-33416. 
DOI:10.1039/D0RA07011D 

13. Reihmann M, Köhler B, Rittereiser N, Yüce C. New Properties of 
Metalworking Fluids by Introducing Hydrophilic Protein Protection 
Layers. OilDoc Conference & Exhibition Nov. 17th-19th 2021.  

14. Krishnaraj V, Samsudeensadham S, Sindhumathi R, Kuppan PA. 
Study on high speed end milling of titanium alloy. Procedia Engineer-
ing. 2014, 97: 251-257.  

15. Ma J, Mohammadi J, Zhou Y, Larsh J, Januszkiewicz K, Ewans R, 
Zhao Y, Gali OA, Riahi RA. An investigation into cutting fluid addi-
tives performance during machining processing of Ti-Al6-V4. Int J 
Adv Manuf Technol. 2021; 112: 977–987. 
doi.org/10.1007/s00170-020-06403-6 

16. Benedicto E, Rubio EM, Carou D, Santacruz C. The Role of Surfac-
tant Structure on the Development of a Sustainable and Effective 
Cutting Fluid for Machining Titanium Alloys. Metals. 2020; 10(10): 
1388. https://doi.org/10.3390/met10101388 

Acknowledgement: The members of the ALBINA research project thank 
the Agency for Renewable Resources (FNR) and the German Federal 
Ministry of Food and Agriculture (BMEL), which is funding this project 
through a resolution of the German Bundestag. 

 

Thomas Koch:  https://orcid.org/0000-0002-5649-9328 

Ralf Gläbe:  https://orcid.org/0000-0001-9732-7496 

 

This work is licensed under the Creative Commons 
BY-NC-ND 4.0 license. 

 
 

 
 
 
 

https://orcid.org/0000-0002-5649-9328
https://orcid.org/0000-0001-9732-7496
https://orcid.org/0000-0002-5649-9328
https://orcid.org/0000-0001-9732-7496


Tadeusz Bohdal, Małgorzata Sikora, Karolina Formela         DOI 10.2478/ama-2024-0008 
Thermal and Visualisation Study of the HFE7100 Refrigerant Condensation Process 

60 

THERMAL AND VISUALISATION STUDY OF THE HFE7100  
REFRIGERANT CONDENSATION PROCESS  

Tadeusz BOHDAL , Małgorzata SIKORA , Karolina FORMELA   

* Faculty of Mechanical Engineering, Department of Energy Engineering, Koszalin University of Technology, 
ul. Racławicka 15-17, 75-620 Koszalin, Poland   

tadeusz.bohdal@tu.koszalin.pl, malgorzata.sikora@tu.koszalin.pl, karolina.formela@s.tu.koszalin.pl 

received 27 February 2023, revised 5 June 2023, accepted 27 June 2023 

Abstract: Technological advances are contributing to the search for highly efficient energy designs, and increasing interest in compact 
heat exchangers. Indeed, small channel diameters determine large heat transfer coefficients and condition a significant heat transfer area 
about the overall volume of the heat exchanger, as well as a smaller amount of refrigerant flowing in the system. Nevertheless, the operat-
ing stability and energy efficiency of compact heat exchangers are influenced by two-phase flow structures, which depend on thermal flow 
parameters. Knowledge of the structures formed during the condensation process is therefore essential for optimising the operation of re-
frigeration and air-conditioning equipment. This article presents the results from experimental studies of the HFE7100 refrigerant, from the 
hydrofluorocarbon group, condensation process in mini-channels with hydraulic diameters dh = 2.0 mm, 1.2 mm, 0.8 mm and 0.5 mm. 
Thermal flow characteristics were determined, and the forming structures of two-phase flow were recorded. The results of visualisation 
were subjected to morphological image analysis, based on a special algorithm written in MATLAB software. The algorithm makes it possi-
ble to determine the void fraction, which is necessary for calculating the vapour quality, as well as the area of vapour bubbles and their 
number, directionality and length along the x- and y-axes. 

Key words: condensation, mini-channels, flow structures, HFE7100 

1. INTRODUCTION 

The condensation process is one of the frequently used phase 
transformations in heat pumps, refrigeration systems, air-
conditioning systems, thermal power plants and heat recovery 
systems. The performance of these devices is significantly affect-
ed by the physical and chemical parameters of refrigerants [1]. 
The mutual configurations of the gas and liquid phases in radial 
and axial directions that form during the condensation process 
also affect the stability and efficiency of thermal machines[2]. 
However, their formation is interdependent on momentum and 
energy exchange mechanisms, which are directly shaped by 
changes in the conditions of the condensation process. Accord-
ingly, thermal flow effects depend on flow structures. It should be 
noted that the diameter of the channel significantly affects the 
resulting flow structures of two-phase condensation, which are 
subject to changes in the length and cross-section of the channel 
[3, 4]. These changes are related to the type and nature of the 
flow, as well as the cross-section shape and spatial orientation of 
the channel. In addition, the formation of two-phase flow struc-
tures during condensation is affected by mechanisms of reciprocal 
relationships of internal forces that are formed in the area of the 
interfacial surface [5, 6]. It is worth noting that some structures 
intensify heat transfer, while others inhibit it. In terms of horizontal 
axis mini-channels, four main groups of structures can be distin-
guished, i.e. intermittent, dispersed, stratified and annular. Inter-
mittent structures include slug and plug substructures. In the 
group of dispersed structures, which occur in the form of bubbles, 
droplets or particles suspended in the continuous phase, the 

bubble and mist substructures are distinguished. Stratified struc-
tures include wave substructures. There are also transitional 
structures, such as the annular-wave flow. The most commonly 
observed structure in mini-channels is the annular flow. In micro-
channels, a common structure is bubbly flow; dispersed, stratified 
and intermittent structures are observed much less frequently  
[7, 8]. The characteristics of the basic structures are described 
below (Fig. 1). 
1. Mist flow—a structure in which the heat transfer process 

occurs with the highest intensity, while the pressure drops are 
the highest. With the increase in inertia forces, liquid droplets 
are entrained from the condensate film; hence, the liquid film 
disappears, and gas, in which there are fine liquid droplets, 
flows through the entire cross-section of the channel. 

2. Bubble flow—a phase structure in which gas bubbles occupy 
a small part of the cross-section of the channel flow in the liq-
uid phase. 

3. Wave flow—liquid and gas flow through the channel co-
currently, separated by strong gravitational force. Higher ve-
locities of the gas phase determine the formation of disturb-
ances at the boundary layer, resulting in the formation of 
waves on its surface. This contributes to an increase in the in-
tensity of heat transfer. 

4. Plug flow—gas bubbles of size comparable to the dimension 
of the channel diameter moving mainly in the upper part of the 
cross-section of the channel. 

5. Slug flow—as a result of an increasing flow rate, shear stress-
es contribute to an increase in the range of waves responsible 
for the formation of gas bubbles according to the direction of 
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flow in the channel. As a result, large gas bubbles and some 
amount of liquid phase with small bubbles suspended alter-
nately flow through the channel [9–11]. 
To recognize the conditions for the formation of two-phase 

condensation flow structures, it is necessary to conduct visualiza-
tion studies [12]. The recorded image of the refrigerant flow, to-
gether with the thermal flow tests conducted, forms the basis for 
the development of maps of two-phase flow. These maps graph-
ically depict the transition boundaries of the flow structures based 
on the characteristic parameters of phase transformation. They 
are usually two-dimensional drawings described by two quantities 
characteristic of the phenomenon [11]. 

 
Fig. 1. Schematic view of described two-phase flow structures: M – mist 

flow,  W – wave flow, S – slug flow, P – plug flow, B – bubbly flow 

In nonadiabatic flows, the transition boundaries of structures 
are most often described by the vapour quality x and mass flux 
density G. These quantities, in addition to the flow parameters, 
also make it possible to consider parameters that describe heat 
transfer. Flow maps are important due to the increased interest in 
compact heat exchangers in air-conditioning and refrigeration 
solutions. Therefore, it is important to develop visualisation stud-
ies during the condensation process in mini-channels, which, due 
to the difficulty in the implementation of the condensation trans-
formation itself, as well as in the measurement of its parameters, 
is much less frequently described compared to boiling or adiabatic 
two-phase processes [13]. 

Coleman and Garimella (1999, 2003) [7, 14] conducted an ex-
tensive study of two-phase condensation transformation during 
the flow of the R134a refrigerant in nine air-cooled mini-channels 
with circular, square and rectangular cross-sections in the range 

of hydraulic diameter dh  1–4.91 mm and mass flux density G  
50–150 kg/(m2s). They conducted flow visualisation studies and 
observed intermittent, dispersed, annular and wave structures. In 
addition, they demonstrated the effect of vapour quality, flow rate 
and channel diameter dimension on the flow structures formed. 
They also showed the effects of gravity, inertia and interfacial 
interactions on the formed structures. 

Sikora (2015) [15] carried out visualisation studies during the 
condensation process of the HFE7100 refrigerant in a mini-

channel with a hydraulic diameter of dh  2.0 mm in the mass flux 
density range below 200 kg/(m2s). Wave, plug, bubble and annu-
lar-wave structures were observed in the flow. This study reported 
that systematic studies of the condensation process of various 
low-pressure refrigerants may make it possible in the future to 
create a general structure map for refrigerants. 

Al-Zaidi et al. (2018) [16] conducted a study of flow structures 
during the two-phase condensation flow of the HFE7100 refriger-
ant in a multiport, which was made in rectangular mini-channels 

with a hydraulic diameter of dh  0.57 mm in the mass flux density 

range G  48–126 kg/(m2s). They observed that at high mass flux 
densities, a ring structure was most often formed in the flow, while 
at lower values, a slug and bubble structure was observed. 

Xiao and Hrnjak (2019) [17] presented the condensation re-
sults of the following refrigerants: R134a, R1234ze, R32, R245fa 
and R1233zd. These tests were performed in channels with a 

hydraulic diameter dh  1.4–6.0 mm. They described the exact 
conditions under which transitions between structures occur. 
According to this, in the annular flow, the influence of surface 
tension and shear forces prevails over gravity. The increase in the 
condensate film thickness affects the increase in the gravitational 
force impact. When its value exceeds the force of surface tension 
and shear stress, a stratified structure is formed in the flow. The 
formation of Kelvin–Helmholtz instability determines the transition 
between stratified and wave structures. Wave heights depend on 
the velocity difference of both, liquid and gas phases. At wave 
heights close to the inner diameter of the channel, the transition to 
an intermittent structure occurs. Indeed, low values of mass flux 
density determine low wave heights; hence, the discontinuous 
structure is not formed although there is an increase in the con-
densate film thickness. 

Sikora (2020) [11] carried out visualisation studies of 
HFE7100, HFE7000 and Novec649 refrigerants under condensa-
tion conditions in mini-channels in the range of hydraulic diameter 

dh  0.5–2.0 mm, which were subjected to image analysis. As a 
result, the geometric dimensions of the structures, the vapour 
quality, the void fraction and the velocities of various phases were 
determined. The author analysed the results of modelling the heat 
transfer process and flow resistance; hence, it was shown that 
there are correlations between the flow resistance and the heat 
transfer coefficient with the type of two-phase flow structures. This 
paper mapped the flow structures considering the three factors 
studied and presented the conditions under which the transitions 
between the structures occur based on the magnitude of mass 
flux density and the void fraction. 

2. RESEARCH STAND 

Fig. 2 schematically illustrates the research stand for conduct-
ing thermal flow and visualisation tests during the condensation 
process of the HFE7100 refrigerant. From the analysis of this 
scheme, it can be observed that liquid refrigerant flows through 
the pump, and is successively pumped to the evaporator. An 
Endress + Hauser Coriolis mass flow meter 34XIP67  (accuracy 
class 0.5) is placed on the inlet to the evaporator. Then, using an 
electric heater system, heat flux is supplied to the refrigerant until 
it evaporates. The vapour of the refrigerant, at a constant temper-
ature that is maintained by a thermostat, reaches the heat ex-
changer. This heat exchanger takes away the heat of vapour 
superheating to regulate the inlet vapour quality of the refrigerant. 
The next element is the measuring part of the research stand, 
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which includes a stainless steel mini-channel placed in the water 
channel. The refrigerant also flows through a glass mini-channel, 
where its flow is recorded with an Olympus i-speed 3 (CMOS) 
time-lapse camera (with a maximum recording speed of 10,000 
fps and a maximum resolution of 1280 × 1024 pixels). The meas-
uring section of the stand includes K-type thermocouples (with a 
thermocouple diameter of 0.1 mm), which are distributed along 
the length of the mini-channels and the water channel. A piezore-
sistive pressure sensor (with a measuring range of 0–40 MPa and 
a class of 0.5) and differential pressure transducer (Endress + 
Hauser Deltabar SPMP, with a measuring range of 0–1.5 MPa 
and a class of 0.075) are also mounted. After leaving the measur-
ing section, the refrigerant flows into a water-cooled heat ex-
changer, which is responsible for its subcooling. Then, the refrig-
erant is directed to the liquid refrigerant tank. As a result, a series 

of phase transformations begins again. 
The research stand was subjected to tests to evaluate the cor-

rectness of its operation and zeroing of the measuring sensors. 
The test results are shown in Fig. 3. Testing of the stand consist-
ed of passing only the liquid of the refrigerant through the measur-
ing section and comparing the frictional coefficient of flow re-
sistance with the results of theoretical calculations under the same 
conditions. For this purpose, the Blasius equation (Eq. [1]) and 
Hagen–Poiseuille equation (Eq. [2]) were used. 

λ  0.3164/Re0.25    (1) 

λ  64/Re   (2) 

As can be seen, the discrepancy between theoretical and ex-
perimental results is about ±20%. 

 
Fig. 2.  Scheme of the test stand 

 
Fig. 3. Comparison of experimental and theoretical frictional coefficient of flow resistance λ versus Reynolds number Re  

 for the HFE7100 agent in tubular mini-channels with internal diameter dh = 0.5–2.0 mm 
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3. RESEARCH METHODS 

Determination of thermal flow characteristics of the condensa-
tion process and visualisation studies of two-phase flow structures 
were carried out simultaneously, which is innovative since previ-
ous studies have first performed thermal and then visualisation 
studies, such as Bohdal et al. (2015) and Sikora and Bohdal 
(2020) [15, 18]. In the thermal tests, the following parameters 
were measured using control and measurement equipment: the 
temperature of the wall surface and cooling water, as well as the 
mass flow rate of the cooling water and the refrigerant. The over-
pressure of the refrigerant on the inlet and the pressure difference 
along the length of the mini-channel were also measured directly. 
Appropriate instrumentation of the heat exchanger made it possi-
ble to record temperature measurements of the refrigerant and the 
cooling water, which in turn made it possible to determine the 
vapour quality of the refrigerant on the mini-channel, according to 
the equation: 

𝑄̇  𝑚̇𝑅 ⋅ 𝑐𝑅 ⋅ (𝑇𝑅  −  𝑇𝑆) + 𝑚̇𝑅 ⋅ 𝑟 ∙ (1 −  𝑥),   (3) 

where ṁR is mass flux density of refrigerant, cR is the specific 
heat of the refrigerant, TR is the temperature of the refrigerant and 
TS is the saturation temperature under given conditions and r is 
the unit heat of the phase transformation of condensation. 

In the thermal study, the local value of the vapour quality xi 
along the mini-channel during condensation was calculated by 
using the following equation: 

𝑥𝑖   𝑥𝑖−1  −  
[𝑚̇𝑤⋅𝑐𝑤⋅(𝑇𝑤𝑖−1 − 𝑇𝑤𝑖)]

𝑚̇𝑟⋅𝑟
 ,   (4) 

where xi–1 is vapour quality from the previous section, ṁw is 
mass flux density of the cooling water, cw is the specific heat of 
the water, Twi–1 is the channel wall temperature in the previous 
section and Twi is the channel wall temperature in this section. 

Both the vapour quality and the heat flux density were deter-
mined indirectly, the values of which at individual cross-sections of 
the mini-channel made it possible to determine the heat transfer 
coefficient during the equation: 

𝛼𝑖   
𝑞𝑖

∆𝑇𝑖
 ,  (5) 

where ΔTi is the difference between the saturation temperature of 
refrigerant TS and the temperature of the channel wall in a given 
cross-section Tci under the given conditions.  

 
Fig. 4. Interpretation of image processing and analysis steps: a) image 

after cutting out the inside of the channel, b) binary image,  
c) image after inversion, d) image after noise removal  

 

The computational method was also used to determine the 
mass flux density. To visualise the two-phase flow structures, a 
time-lapse camera was used to record images of the refrigerant 
flow. Frames were generated from the recorded image, from 
which the image of the inside of the mini-channel was sequentially 
cut out (Fig. 4a). In the next step, the phase separation line was 
closed. The image thus prepared was subject to morphological 
analysis by a special algorithm written in MATLAB R2019a. The 
algorithm performed binarisation (Fig. 4b), as a result of which 
black pixels occupied fields filled with the gas phase, while white 
pixels occupied those filled with the liquid phase. The next step 
was to perform inversion (Fig. 4c) and remove the “noise” (Fig. 
4d). After this step, the gas phase was described by the white 
pixels, while the liquid phase was described by the black pixels. 
Based on the given image dimensions and the black and white 
pixels counted by the algorithm, the area occupied in the image by 
each phase was determined. The ratio of the area of the white 

pixels to the total area of the image is the void fraction , and 
based on this, it is possible to determine the vapour quality x [19]: 

𝑥  
𝜌𝑣

(
𝜌𝑙
𝜑

 − 𝜌𝑙 + 𝜌𝑣)
,                (6) 

where l is the density of the liquid phase and v is the density of 
the vapour phase. A full description of the investigation methodol-
ogy and accuracy of the measurement equipment is provided in 
the studies of Sikora et al. [18] and Sikora [19]. The heat transfer 
coefficient was determined with an accuracy of 10%, and the 
accuracy of pressure drop measurement was 8%. The vapour 
quality in visualisation studies was determined based on a two-
dimensional image, and accordingly the accuracy of its determina-
tion is at the level of 12%. 

4. PROPERTIES OF THE HFE7100 REFRIGERANT 

A non-flammable, low-toxicity and thermally stable refrigerant 
from the hydrofluoroether group was used to perform thermal flow 
and visualisation studies. Selected physical properties of this 
odourless and almost colourless substance are shown in Table 1. 
The HFE7100 refrigerant is distinguished by its zero ozone deple-
tion potential (ODP) and low global warming potential (GWP) 
parameter of 320. Its lifetime in the atmosphere is less than 5 
years. 

Tab. 1. Physical properties of the HFE7100 refrigerant for a temperature 
of 25°C and normal pressure 

Chemical Formula C4F9OCH3 

Molar Mass [Kg/Kmol] 250 

Boiling Point [°C] 61 

Frizzing Point [°C] -135 

Liquid Density [Kg/M3] 1510 

Critical Pressure [Mpa] 2.23 

Critical Temperature [°C] 195 

Dielectric Constant 7.4 

Latent Heat [Kj/Kg] 112 

Specific Heat [J/(Kg·K)] 1170 

Heat Conductivity  [W/(M·K)] 0.0069 

Vapour Pressure [Kpa] 26.9 
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Therefore, its environmental safety profile is excellent. In addi-
tion, its good dielectric properties mean that there is no risk of 
damage to electrical equipment during operation due to a leak or 
other failure. Most metals (aluminium, copper, brass, stainless 
steel) and hard polymers (polycarbonate, polypropylene, polyeth-
ene, acrylic) offer a good compatibility as candidates for material 
to be used in the installation of the refrigeration circuit through 

which the HFE7100 refrigerant flows. Based on the specified 
thermodynamic properties of the HFE7100 refrigerant, significant 
relationships were developed and used in the study. Fig. 5 illus-
trates some of them. A plot of the dependence of saturation tem-
perature on saturation pressure was made. Characterisations of 
density, dynamic viscosity and specific heat of the liquid phase as 
a function of saturation temperature were also made. 

 
Fig. 5. Selected physicochemical relationships of the HFE7100 refrigerant 

5. EXPERIMENTAL THERMAL FLOW CHARACTERISTICS 

The basic thermal characteristic, which is the dependence of the 
heat transfer coefficient α on the vapour quality x, is illustrated in 

Fig. 6. From its course in α  f(x), it can be observed that heat 
transfer intensifies as a result of the increase in the vapour quality 
and the density of the mass flow. One reason for this is the in-
crease in turbulence due to higher refrigerant flow velocity, which 
results in more efficient heat transfer. In addition, increasing the 

amount of the gas phase in the system also intensifies heat trans-
fer, since gas has a higher thermal conductivity coefficient than 
liquids, and the condensate layer is similar to an insulator. From 
an analysis of the graphical summaries in Fig. 6, it can also be 
observed that a decrease in the dimension of the hydraulic diame-
ter determines the increase in the value of the heat transfer coeffi-
cient. Indeed, increasing the energy efficiency of heat transfer has 
a beneficial effect on the two-phase transformation of condensa-
tion. 

 
Fig. 6.  Dependence of the heat transfer coefficient α as a function of the vapor quality x for different mass flux densities G during the condensation process   

 of the HFE7100 agent in a mini-channel with a diameter: a) dh = 2.0 mm, b) dh = 1.2 mm, c) dh = 0.8 mm, d) dh = 0.5 mm 
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Fig. 7 illustrates the dependence of flow resistance ∆p/L as a 
function of vapour quality x for different values of mass flux densi-
ty G. From the analysis of the characteristics presented in the 
graphical form, it is noticeable that the flow resistance increases 
with an increase of the vapour quality. Undoubtedly, the increas-

ing flow velocity of the refrigerant determines the increased pres-
sure drop along the length of the mini-channel. The hydraulic 
diameter of the channel also has a significant impact on flow 
resistance. A decrease in its dimension contributes to an increase 
in flow resistance. 

 
Fig. 7. Dependence of flow resistance ∆p/L on the degree of dryness x for different mass flux densities G during the condensation process  

 of the HFE7100 refrigerant in a mini-channel with diameter: a) dh = 2.0 mm, b) dh = 1.2 mm, c) dh = 0.8 mm, d) dh = 0.5 mm 

6. RESULTS OF VISUALISATION STUDIES OF TWO-PHASE 
FLOW STRUCTURES 

Example results of visualisation of two-phase condensation 
flow structures of the HFE7100 refrigerant in a mini-channel with a 
diameter of 2.0 mm are shown in Fig. 8. The following structures 
were observed: plug (Fig. 8a), bubble (Fig. 8b), annular-wave 
(Fig. 8c) and slug (Fig. 8d).  

 
Fig. 8. Experimental results of visualization studies during the 

condensation process of the HFE7100 refrigerant in a mini-
channel with a diameter of dh = 2.0 mm: (a) plug structure,  
G = 150 kg/m2s, Ts = 67.4°C, 𝜑 = 0.36, (b) bubble structure  

G = 300 kg/m2s, Ts = 67.1°C, 𝜑 = 0.23, (c) annular-wave 

structure G = 309 kg/m2s, Ts = 67.6°C, 𝜑 = 0.56, (d) lug structure  
G = 504 kg/m2s, Ts = 70.9°C, 𝜑 = 0.63 

Fig. 9 shows images of the structures that were observed dur-
ing the testing of the condensation process of the HFE7100 re-
frigerant in a mini-channel with a diameter of 1.2 mm. In this case, 
bubble (Fig. 9a), plug (Fig. 9b), annular (Fig. 9c) and annular-
wave (Fig. 9d) structures were observed. Example results of two-
phase flow structures visualisation during condensation of the 
HFE7100 refrigerant in a mini-channel with a diameter of 0.8 mm 
are shown in Fig. 10. The following structures were observed: 
annular-wave (Fig. 10a), bubble (Fig. 10b), slug (Fig. 10c) and 
annular (Fig. 10d). 

 
Fig. 9. Experimental results of visualization studies during  

the condensation process of the HFE7100 refrigerant in a mini-
channel with a diameter of dh = 1.2 mm: (a) bubble structure  
G = 270 kg/m2s, Ts = 70.7°C, 𝜑 = 0.17, (b) plug structure  

G = 491 kg/m2s, Ts = 70.8°C, 𝜑 = 0.63, (c) annular structure  
G = 786 kg/ kg/m2s, Ts = 71.1°C, 𝜑 = 0.62, (d) annular-wave 

structure G = 2801 kg/m2s, Ts = 74.6°C, 𝜑 = 0.54 
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Fig. 10. Experimental results of visualization studies during  

the condensation process of the HFE7100 refrigerant  
in a mini-channel with a diameter of dh = 0.8 mm:  
(a) annular-wave structure G = 884 kg/m2s, Ts = 70.6°C,  
𝜑 = 0.70, (b) bubble structure G = 884 kg/m2s, Ts = 70.7°C, 

𝜑 = 0.38, (c) slug structure G = 2045 kg/m2s, Ts = 68.5°C,  

𝜑 = 0.37, (d) annular structure G = 4257 kg/m2s, Ts = 82.7°C, 
𝜑 = 0.79 

 
Fig. 11.  Two-phase flow structures in a mini-channel with diameter  

 dh = 1.2 mm for mass flux density G = 2833 kg/m2s,  
 Ts=74-78˚C during condensation of the HFE7100 refrigerant  

 
Fig. 12.  Two-phase flow structures in a mini-channel with diameter  

 dh =  1.2 mm for mass flux density G = 519 kg/(m2s),  
 Ts=71-74˚C  during condensation of the HFE7100 refrigerant  

The type of structure formed is mainly influenced by flow pa-
rameters [20]. Among these are the mass flux density G and the 
liquid and vapour phase velocities, as well as the vapour quality x 
and the void fraction 𝜑. As can be seen in Figs. 11 and 12, a 
change in the vapour quality x and mass flux density changes the 
flow structure that occurs, and these structures closely affect the 
intensity of heat transfer, i.e. an increase in the liquid phase 

amount causes a decrease in the heat transfer coefficient. How-
ever, the shape of the phase separation surface is not insignifi-
cant. The more developed the phase separation surface, the 
higher the heat transfer coefficient resultantly obtained. The de-
velopment of the phase separation surface is closely related to the 
flow velocity of the gas phase since a high value of it disturbs the 
interfacial surface. 

7. CONCLUSIONS  

Heat transfer and visualisation studies were carried out during 
the condensation process of a substance from the hydrofluoro-
ether group, HFE7100, in horizontal mini-channels. Based on the 
obtained results, the dependence of the heat transfer coefficient 
and flow resistance as a function of the vapour quality was shown 
in a graphical form. An analysis of the effect of mass flux density 
and the dimension of the hydraulic diameter of the mini-channel 
on the energy efficiency of heat transfer and pressure drop along 
the length of the channel was carried out. The observed structures 
of two-phase flow during condensation of the HFE7100 refrigerant 
were presented. The following conclusions can be drawn from the 
experimental results obtained: 

 A significant effect on the heat transfer coefficient α is deter-
mined by the vapour quality x and the mass flux density G. In-
creasing the values of these parameters leads to an intensifi-
cation of heat transfer. An increase in the heat transfer coeffi-
cient is also observed following a decrease in the dimension 
of the hydraulic diameter dh of a single-pipe mini-channel.  

 The value of flow resistance ∆p/L is determined not only by 
the vapour quality x but also by the mass flux density G. 
Therefore, an increase in the vapour quality and mass flux 
density contributes to an increase in flow resistance. The di-
mension of the hydraulic diameter of the mini-channel also 
has a significant effect on flow resistance. Under the same 
conditions of the condensation process, an increase in the hy-
draulic diameter of the mini-channel is accompanied by a de-
crease in flow resistance. 

 The type of structure formed is mainly influenced by the fol-
lowing flow parameters: mass flux density G and liquid and 
vapour phase velocity, as well as the vapour quality x and the 
void fraction 𝜑. 

 The thermal flow effects of two-phase condensation depend 
on the flow structure. On the other hand, some two-phase flow 
structures intensify heat transfer, whereas others limit the en-
ergy efficiency of heat transport (annular, annular-wave, slug 
and plug structures). Unfortunately, these structures with giv-
en higher heat transfer coefficients are given high pressure 
drops too. 
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Abstract: This article aims to implement the fuzzy control for an asynchronous motor after a general representation of the vector control. 
We develop MAMDANI type fuzzy algorithm for MAS speed regulation; it’s one purpose is to cancel static error, decrease overshoot,  
decrease response time, and rise time to obtain an adequate response of the process and regulation and to have a precise, fast, stable 
and robust system. This paper investigates the design of a fuzzy-based approach for monitoring the inversion of the rotational speed  
of an induction motor. We will indeed present a robust vector control technique ex-tended to blur in the event of a fault. Direct torque  
control is known to produce fast and robust response in the AC drive system. However, in a steady state, a rapid and unexpected change 
in speed can occur which could be dangerous. The performance of the conventional PID controller can be improved by implementing fuzzy 
logic techniques. The first step is the modelling of the whole system, including the capacitors, the induction generator and the loads.  
The model is obtained using the Park transformation. The results are thus compared with those of the standard PID control. This approach 
is applied to a three-phase asynchronous motor (LS90Lz). The presented study improves the transient response time and the precision  
of the servo system. An inversion of the reference speed of rotation is considered, and the results are very convincing. 

Key words: fuzzy control, PID control, Park transformation, speed reversal, vector control, induction motor 

1. INTRODUCTION 

The use of conventional control techniques re-quires modeling 
of the process to be controlled. This is not always easy to achieve, 
especially when it comes to a nonlinear system for which conven-
tional controllers are poorly suited.  

To solve this problem, new control strategies, based on the 
expertise of the operator, have been developed. Among these, the 
fuzzy control (or regulator) occupies a privileged place. It is char-
acterized by its aptitude to apprehend the problem of nonlinearity. 

  The fuzzy regulator provides an algorithm that can convert 
linguistic control strategy based on expert knowledge into an 
automatic control strategy. Experience has shown that fuzzy logic 
control gives better results than those obtained by classical con-
trol algorithms. 

Among many types of machines, three-phase in-duction mo-
tors (IMs) benefit from a large popularity. In industry, almost all 
drive systems use IMs. The adjustable speed IM drives from 
power electronic converters, which are increasing, phasing out DC 
drives [1]. 

The results of conventional supervision methods have been 
demonstrated in many works for the resolution of practical prob-
lems related to the asynchronous motor, such in the industry. 
Nevertheless, it has been proven that there are still un-answered 
questions, which can probably be solved by the fuzzy system 
approach [2–4].  

Thus, the advanced supervision methods developed by theo-
rists are only partially able to satisfy the requirements. To over-
come these shortcomings, fuzzy modelling can play an important 
role.   

A conventional PID controller is effectively utilized in AC motor 
electrical drives. The design of conventional PID controllers is 
more complex when this controller is used in the high rating elec-
trical drives, hence increasing the cost. Soft computing techniques 
are used in the closed loop control of an electrical system, and it 
is known as advanced intelligent control.  

Nowadays, the intelligent control is playing an essential role in 
industries control. Intelligent control techniques can be imple-
mented using microprocessors and microcontrollers which have 
high computation ability, and which operate at high speed [5, 6]. 

The asynchronous motor is modelled by Park's equations to 
facilitate calculations and simplify representations [7-12]. The 
modelling of the asynchronous motor requires certain simplifying 
assumptions to obtain simple relations. 

It will thus be assumed that the self-inductances are constant 
[12–19], the mutual inductances are considered according to the 
position of their magnetic axes and the rotor resistances are 
constant with respect to the rotational speed axes and the rotor 
resistances are constant with respect to the rotational velocity 
[20–25].   

2. THREE PHASES AM MODELING 

The rotor can be modelled by three identical windings stag-
gered in space by 120°. These windings are short-circuited, and 
the voltage across them is zero. We pose "θ" the electrical angle 
between the phase ‘A’ stator and the phase ‘a’ rotor as shown in 
Fig. 1.  

mailto:bellahsenehatem@gmail.com
https://orcid.org/0000-0002-6644-9930
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Fig. 1. Schematic representation of three-phases AM 

The modelling of the asynchronous machine requires certain 
simplifying assumptions in order to obtain simple relations; this it 
will be assumed that the self-inductances are constant, the mutual 
inductances are a function of the position of their magnetic axes 
and the rotor resistances are constant with respect to the speed 
of rotation. 

 Electrical equations  
By applying Ohm's law and Faraday's law to the windings 

of the stator and the rotor, we find a writing in the matrix form:      

[𝑉𝑠] = [𝑅𝑠][𝐼𝑠] +
𝑑

𝑑𝑡
[Ф𝑠]                                                                                               

[𝑉𝑟] = [0] = [𝑅𝑟][𝐼𝑟] +
𝑑

𝑑𝑡
[Ф𝑟]       

 Magnetic equations (of flows)  
The totalized fluxes coupled between the stator and rotor 

phases are expressed in the form: 

[Ф𝑠] = [𝐿𝑠𝑠][𝐼𝑠] + [𝑀𝑠𝑟][𝐼𝑟] 
 

[Ф𝑟] = [𝐿𝑟𝑟][𝐼𝑟] + [𝑀𝑠𝑟]
𝑡[𝐼𝑠]       

By replacing the magnetic equations in electrical equations, 
we obtain the two expressions of the stator and rotor voltages: 

[𝑉𝑠] = [𝑅𝑠][𝐼𝑠] + [𝐿𝑠𝑠]
𝑑

𝑑𝑡
[𝐼𝑠] +

𝑑

𝑑𝑡
{[𝑀𝑠𝑟][𝐼𝑟]}                                                        

[𝑉𝑟] = [𝑅𝑟][𝐼𝑟] + [𝐿𝑟𝑟]
𝑑

𝑑𝑡
[𝐼𝑟] +

𝑑

𝑑𝑡
{[𝑀𝑠𝑟]

𝑡  [𝐼𝑠]}                       

 Mechanical equations     

The torque  𝐶𝑒
1

2
       

Movement (speed)  𝐽
𝑑𝛺

𝑑𝑡
+ 𝐹𝛺 = 𝐶𝑒 − 𝐶𝑟                                               

𝑚𝑠, 𝑚𝑟: Mutual inductances between phases, stator and rotor. 

𝑙𝑠, 𝑙𝑟 : Proper, stator and rotor inductances of a phase.               
𝐿𝑠𝑠, 𝐿𝑟𝑟: Stator and rotor induction matrix. 

𝑀𝑠𝑟 , 𝑀𝑠𝑟 : Matrix of mutual inductances stator_rotor and ro-
tor_stator. 
𝜃: Angle between the rotor axis and the stator axis. 

𝐶𝑟 = 𝐹. 𝛺: Resistant torque. 

𝛺 =
𝜔𝑟

𝑝
: mechanical angular speed of the rotor. 

 𝐽: moment of inertia. 

𝐹: Coefficient of friction. 

3. PARK MODEL  

 The machine equations can be further simplified by choosing 
a particular frame of reference for dq. The choice of benchmark is 
made according to the purpose of the application.  Three types of 
benchmarks can be considered, namely: 

 Referencial linked to the stator (α,β) : It is interesting during 
the study of significant variation of the speed of rotation seen 
that appears in the equation. 

 Referencial linked to the rotor (x,y): It is interesting when 
studying transient regimes where the speed is considered 
constant. 

 Referencial linked to in the rotating field  (d,q): It eliminates 
the influence of rotor and stator leakage reactances. 
The referencial linked to in the rotating field (d,q) is the reposi-

tory which is chosen during our study (Fig .2), because it has 
advantages when studying the loads around a given point. The 
advantage of using this model is to have constant quantities in 
steady state. It is then easier to regulate it.  

The temporal simulation of instantaneous electrical and me-
chanical quantities, considering the diffusive character of the skin 
effect in the rotor, requires adapting the model of Park in order to 
isolate the non-integer order transfer function representing the 
rotor. To simplify the representation of the previous equations, we 
introduce the transformation of Park,  obtained using the matrix P, 
which consists in moving from a three-phase winding to a bi-
phase winding and vice versa [3]. 

 

Fig. 2. Asynchronous machine Park model 

The change of variables relating to currents, voltages and 
fluxes is given by the transformation: 

[

𝑋𝑑

𝑋𝑞

𝑋0

] = 𝑃(𝜃) [

𝑋𝑎

𝑋𝑏

𝑋𝑐

] , [

𝑋𝑎

𝑋𝑏

𝑋𝑐

] = 𝑃(𝜃)−1 [

𝑋𝑑

𝑋𝑞

𝑋0

] 

With [X] is tension, courant or flux and the matrixes 𝑃(𝜃)  

and 𝑃(𝜃)−1 are given as follows: 

𝑃(𝜃) = √
2

3

[
 
 
 
 
 
 𝑐𝑜𝑠(𝜃) 𝑐𝑜𝑠 (𝜃 −

2𝜋

3
) 𝑐𝑜𝑠 (𝜃 +

2𝜋

3
)

−𝑠𝑖𝑛(𝜃) −𝑠𝑖𝑛 (𝜃 −
2𝜋

3
) −𝑠𝑖𝑛 (𝜃 +

2𝜋

3
)

√
1

2
√

1

2
√

1

2 ]
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𝑃(𝜃)−1 = √
2

3

[
 
 
 
 
 
 
 
 
 

𝑐𝑜𝑠(𝜃) −𝑠𝑖𝑛(𝜃) √
1

2

𝑐𝑜𝑠 (𝜃 −
2𝜋

3
) −𝑠𝑖𝑛 (𝜃 −

2𝜋

3
) √

1

2

𝑐𝑜𝑠 (𝜃 +
2𝜋

3
) −𝑠𝑖𝑛 (𝜃 +

2𝜋

3
) √

1

2]
 
 
 
 
 
 
 
 
 

 

Where θ is the electrical angle between the stator phase ‘A’ 
and the rotor phase ‘a’. 

The application of the Park transform gives rise to the equa-
tions: 

[
𝑉𝑑𝑠

𝑉𝑞𝑠
] = [

𝑅𝑠 0
0 𝑅𝑠

] [
𝐼𝑑𝑠

𝐼𝑞𝑠
] +

𝑑

𝑑𝑡
[
Ф𝑑𝑠

Ф𝑞𝑠
] + [

0 −𝑤𝑠

𝑤𝑠 0
] [

Ф𝑑𝑠

Ф𝑞𝑠
]                                          

[
𝑉𝑑𝑟

𝑉𝑞𝑟
] = [

𝑅𝑟 0
0 𝑅𝑟

] [
𝐼𝑑𝑟

𝐼𝑞𝑟
] +

𝑑

𝑑𝑡
[
Ф𝑑𝑟

Ф𝑞𝑟
] + [

0 −𝑤𝑟

𝑤𝑟 0
] [

Ф𝑑𝑟

Ф𝑞𝑟
]                                         

[
Ф𝑑𝑠

Ф𝑞𝑠
] = [

𝐿𝑠 0
0 𝐿𝑠

] [
𝐼𝑑𝑠

𝐼𝑞𝑠
] + [

𝑀 0
0 𝑀

] [
𝐼𝑑𝑟

𝐼𝑞𝑟
]                                                                

[
Ф𝑑𝑟

Ф𝑞𝑟
] = [

𝐿𝑟 0
0 𝐿𝑟

] [
𝐼𝑑𝑟

𝐼𝑞𝑟
] + [

𝑀 0
0 𝑀

] [
𝐼𝑑𝑠

𝐼𝑞𝑠
]                                                   

After calculations, writing in the matrix form, the electric and 
magnetic equations are given as follows: 

[

𝑉𝑑𝑠

𝑉𝑞𝑠

0
0

] =

[
 
 
 
 
(𝑅𝑠 + 𝐿𝑠𝑆) −𝐿𝑠𝜔𝑠 𝑀𝑆 −𝑀𝜔𝑠

𝐿𝑠𝜔𝑠 (𝑅𝑠 + 𝐿𝑠𝑆) 𝑀𝜔𝑠 𝑀𝑆

𝑀𝑆 −𝜔𝑔𝑙𝑀 (𝑅𝑠 + 𝐿𝑠𝑆) −𝜔𝑔𝑙𝐿𝑟

𝜔𝑔𝑙𝑀 𝑀𝑆 𝜔𝑔𝑙𝐿𝑟 (𝑅𝑟 + 𝐿𝑟𝑆)]
 
 
 
 

[
 
 
 
𝐼𝑑𝑠

𝐼𝑞𝑠

𝐼𝑑𝑟

𝐼𝑞𝑟]
 
 
 
 

The courant equations are given: 

𝐼𝑑𝑠 =
𝐿𝑟

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑑𝑠 −
𝑀

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑑𝑟                                                                                    

𝐼𝑞𝑠 =
𝐿𝑟

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑞𝑠 −
𝑀

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑞𝑟                                                                                                                         

 𝐼𝑑𝑟 =
𝐿𝑠

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑑𝑟 −
𝑀

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑑𝑠                                                 

𝐼𝑞𝑟 =
𝐿𝑠

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑞𝑟 −
𝑀

𝐿𝑠𝐿𝑟−𝑀2 Ф𝑞𝑠                     

The determination of the instantaneous electromagnetic 
torque in a machine can be carried out in two ways: by an instan-
taneous power balance or by the so-called "virtual work" method. 

We will use the first method. The instantaneous electrical 
power supplied to the stator and rotor windings as a function of 
the axis sizes d,q is given by the following expression: 

𝑃𝑒 = 𝑉𝑑𝑠𝐼𝑑𝑠 + 𝑉𝑞𝑠𝐼𝑞𝑠 + 𝑉𝑑𝑟𝐼𝑑𝑟 + 𝑉𝑞𝑟𝐼𝑞𝑟  

However, the electromechanical power is related to the elec-
tromagnetic torque by the following expression:  

𝐶𝑒 =
𝑃𝑒𝑚

𝛺
= 𝑝.

𝑃𝑒𝑚

𝜔
 

However, the electromechanical power is related to the elec-
tromagnetic torque by the following expression: 

𝐶𝑒 = 𝑝
𝑀

𝐿𝑟

(Ф𝑑𝑟𝐼𝑞𝑠 − Ф𝑞𝑟𝐼𝑑𝑠) 

It can be seen that the electromagnetic torque equation is not 
linear, due to the cross product of the current and flux compo-
nents (coupling).  

4. AM VECTOR CONTROL  

      The principle of vector control (Fig. 3) is to have an operation 
similar to that of a DC motor with independent excitation, where 
there is a natural decoupling process between the quantity 
controlling the flux (the excitation current) and that linked to the 
torque (the armature current). This decoupling makes it possible 
to obtain a very fast torque response. 

 
Fig. 3. Diagram of the decoupling principle for AM by analogy with MCC 

Several strategies are possible such as: 

1. Orientation of the stator flux: Ф𝑑𝑠 = Ф𝑠 and Ф𝑞𝑠 = 0 

2. Orientation of the rotor: Ф𝑑𝑟 = Ф𝑟 and   Ф𝑞𝑟 = 0 

3. Orientation of the air gap: Ф𝑑𝑒 = Ф𝑒 and  Ф𝑞𝑒 = 0 

We will limit ourselves to exposing the command with oriented 
rotor flux (Ф𝑑𝑟 = Ф𝑟 and Ф𝑞𝑟 = 0) (Fig. 4), whose principle is 

to cancel the flux Ф_qr ; it is based on: 

 Maintaining the flux Ф_dr constant and aligned on the axis d of 
the reference d - q by action on current I_ds. 

 Electromagnetic torque control by action on the current I_qs. 

 

Fig. 4. Command with oriented rotor flux 

The torque is given then by  𝐶𝑒 = 𝑃
𝑀

𝐿𝑟
(Ф𝑑𝑟𝐼𝑞𝑠)  

The equations of tensions on the reference (d,q) are given as 
follows:  

𝑉𝑑𝑠 = 𝑅𝑠𝐼𝑑𝑠 + 𝐿𝑠
𝑑𝐼𝑑𝑠

𝑑𝑡
− 𝜔𝑠𝐿𝑠𝐼𝑞𝑠 + 𝑀

𝑑𝐼𝑑𝑟

𝑑𝑡
− 𝜔𝑠𝑀𝐼𝑞𝑟   

𝑉𝑞𝑠 = 𝑅𝑠𝐼𝑞𝑠 + 𝐿𝑠
𝑑𝐼𝑞𝑠

𝑑𝑡
− 𝜔𝑠𝐿𝑠𝐼𝑑𝑠 + 𝑀

𝑑𝐼𝑞𝑟

𝑑𝑡
+ 𝜔𝑠𝑀𝐼𝑑𝑟   

0 = 𝑀
𝑑𝐼𝑑𝑠

𝑑𝑡
− (𝜔𝑠−𝜔𝑚)𝑀𝐼𝑞𝑠 + 𝐿𝑟

𝑑𝐼𝑑𝑟

𝑑𝑡
+ 𝑅𝑟𝐼𝑑𝑟 −

(𝜔𝑠 − 𝜔𝑚)𝐿𝑟𝐼𝑞𝑟   

0 = 𝑀
𝑑𝐼𝑞𝑠

𝑑𝑡
− (𝜔𝑠−𝜔𝑚)𝑀𝐼𝑑𝑠 + 𝐿𝑟

𝑑𝐼𝑞𝑟

𝑑𝑡
+ 𝑅𝑟𝐼𝑞𝑟 +

(𝜔𝑠 − 𝜔𝑚)𝐿𝑟𝐼𝑑𝑟   

𝑊𝑖𝑡ℎ 𝜔𝑠 = 𝜔𝑚 +
𝑀𝑅𝑟

𝐿𝑟Ф𝑟𝑑
𝐼𝑞𝑠                                                                                                  

The rotor current equations are given: 
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 𝑉𝑑𝑠 = 𝑅𝑠𝐼𝑑𝑠 + 𝜎𝐿𝑠
𝑑𝐼𝑑𝑠

𝑑𝑡
+

𝑀

𝐿𝑟

Ф𝑑𝑟

𝑑𝑡
− 𝜔𝑠𝜎𝐿𝑠𝐼𝑞𝑠   

 𝑉𝑞𝑠 = 𝑅𝑠𝐼𝑞𝑠 + 𝜎𝐿𝑠
𝑑𝐼𝑞𝑠

𝑑𝑡
+ 𝜔𝑠

𝑀

𝐿𝑟
Ф𝑑𝑟 + 𝜔𝑠𝜎𝐿𝑠𝐼𝑑𝑠                                              

𝑀𝐼𝑑𝑠 = Ф𝑑𝑟 +
𝐿𝑟

𝑅𝑟

𝑑Ф𝑑𝑟

𝑑𝑡
  

The classical PID diagram is given in Fig.5.  
The PID parameters, according to Fig.5, are given as follows 

𝐾𝑑 = 𝑃.
𝑀

𝐿𝑟
. 𝛺𝑟 , 𝐾𝑝 =

2.𝜀.𝜔𝑛.𝐽+𝐹

𝐾𝑒
, 𝐾𝑖 =

𝜔𝑛
2 .𝐽

𝐾𝑝.𝐾𝑒
   

Kp=9.25, Kd=0 and  Ki=6.25) (𝜔𝑛 = 16𝑟𝑑 : proper pulsation, 

𝜀 = 0.7: damping factor).  

 
Fig. 5.  PID control topology 

5. FUZZY LOGIC CONTROL DESIGN 

      The fuzzy logic regulator (FLR) takes its place in the control 
chain as shown in (Fig. 6).  

 
Fig. 6. Fuzzy-logic control design 

      Input variables are mostly error ‘e’ and the change-of-error 
‘de’ regardless of complexity of controlled plants. Alternatively, the 
change of control input is used as its output variable. The parame-
ters of the motor are calculated: the rotor time constant 
(Tr=0.0720 s) and the Blondel dispersion coefficient (𝜎 =
0.1134).  Fig. 7  provides the fuzzy regulator chain.  

 
Fig. 7.  The fuzzy regulator 

A table of fuzzy rules (Table I) is then constructed on a two-
dimensional (2-D) space. The output is calibrated to allow it to 
vary in the domain accepted by the system. For reasons of simpli-
fication during the simulation, we adopt as membership functions, 
those having the triangular form distributed in a uniform and equi-

distant manner with symmetrical forms. The interval of interest for 
each input variable, namely the error e and the variation in the 
error, is subdivided into three classes (subsets). Regarding the 
variation of the order, it is subdivided into seven classes as well. 
Each of these classes is associated with a membership function.  
The distribution of membership functions in their respective uni-
verses of discourse is given in Fig. 8, Fig. 9, and Fig. 10. The 
adjustment strategy mainly depends on the inferences adopted. 
The fuzzy input-based inference engine uses the “If…Then” prop-
erty of rules in the knowledge base to make decisions. 

 
Fig. 8.  Input ‘e’ membership functions   

 
Fig. 9.  Input ‘de’ membership functions 

 
Fig. 10.  Output ‘du’ membership functions 

Tab .1. Table of fuzzy control rules 
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In our case, the inferences specify how the linguistic value of 
the variable of the command du is calculated according to the 
linguistic values of e and de. Given the advantages it offers, 
MAMDANI's Max-Min inference method is chosen in our applica-
tion. The decision rules consist of situation/action pairs of the 
form: 

If e is A AND de is B, then du is C. 

This set of rules should regroup all the possible situations of 
the system evaluated for the different values assigned to e and of 
and all the corresponding values of du.  
The decision table that we have chosen in our work is the famous 
MAC VICAR-WHELAN rule base (Table I) with inputs (e: error, de: 
derivative of error) and the output (du).  

This rule base is organized in the form of a symmetrical diag-
onal inference table; it can be deduced for example according to a 
temporal analysis which consists in comparing the response of the 
system to the instruction according to the objectives fixed in 
closed loop. 

(e = Ωr - Ω) with (Ωr : reference speed) is the derivative of the 
error and sometimes of the integral of the error. The output “du” of 
the regulator can be the torque variation (dCe), either the variation 
of the current (dIqs) or the variation of the voltage (dVqs).  

(FLR parameters are Gq=3000; Ke=1/12 and Kde=1/600). De-
fuzzification is the last stage of the regulator; it converts the lin-
guistic value of du (variation of the action) into a numerical value. 
Our choice fell on the method of defuzzification of the center of 
gravity for its simplicity and its performance. 

6. APPLICATION 

     The characteristics of the asynchronous machine are shown  
in Tab. 2- 5.  

Tab. 2. Mechanical parameters 

Nominal power 𝑃𝑛 = 1500 𝑊 

Synchronism speed 𝑁 = 1420 𝑡𝑟 / 𝑚𝑖𝑛 

Rated load torque 𝐶𝑟 = 10 𝑁.𝑚 

Tension 𝑉 = 220/380 𝑉 

Nominal current 𝐼 = 6.31/3.64 𝐴 

Synchronism frequency 𝑓𝑠 = 50 𝐻𝑧 

Yield ɳ = 0.78 % 

Flux Ф = 0.7 𝑊𝑏 

Tab. 3. Controller setttings 

𝐾𝑒 = 1 / 150 𝐾𝑝 =  9.25 

𝐾𝑑𝑒 = 1 / 1500 𝐾𝑖 =  6.25 

𝐺𝑞 = 300000  

Tab. 4. Machine electrical characteristics 

Stator resistance 𝑅𝑠 = 4.85 𝛺 

Rotor resistance 𝑅𝑟 = 3.805 𝛺 

Stator duty cycle inductance 𝐿𝑠 = 0.274 𝐻 

Rotor cyclic inductance 𝐿𝑟 = 0.274 𝐻 

Mutual cyclic inductance 𝑀 = 0.258 𝐻 

Rotor time constant. 𝑇𝑟 = 𝐿𝑟  / 𝑅𝑟  

Blondel dispersion coefficient 𝜎 =  1 − (𝑀2 / 𝐿𝑠 𝐿𝑟)  

Tab. 5. Nominal parameters 

Moment of inertia 𝐽 = 0.031 𝐾𝑔.𝑚2 

Friction coefficient 𝐹 = 0.0081 𝑁.𝑚. 𝑠 / 𝑟𝑎𝑑 

7. RESULTS AND DISCUSSION 

     Vector control has been applied to the asynchronous machine. 
The figures Fig.11, Fig.12, Fig,13 and Fig.14 give graphs of the 
response of each parameter (Fluxdr, Fluxqr, stator current com-
ponent Iqs and stator current) of the motor at no load. 

 
Fig. 11. Flux-dr response at no load 

 

Fig. 12. Flux-qr response at no load 

 

Fig. 13. Stator current response at no load 

The responses of the IM model, for a reference speed of 150 
rad/s, are given below. 

The curves in figures (Fig. 15-19) detail separately the evolu-
tion of the characteristics of the MAS in load of 10 N.m applied 
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from 0.75 for 1s. The results show that when the motor is acted 

upon by resistive torque 𝐶𝑟 = 10𝑁·𝑚, the velocity exceeds the 
reference value and then decreases to 148 rad/s (Fig. 15).  

 
Fig. 14. Stator current component Iqs response at no load 

 
Fig. 15. Velocity response 

The stator current increases to its nominal value and the sta-
tor current (Fig. 16) following axis 𝐼𝑞𝑠 decreases and stabilizes at 
−5.2 A. 

 
Fig. 16. Stator current component Iqs response 

The torque (Fig. 17) also increases until it reaches the value 
to drive the load and the rotor fluxes (Fig. 18) and (Fig. 19) in-
crease and stabilize, respectively, at −0.15 Wb and 0.1 Wb. 

Regarding to the PID controller and taking in account the AM 
characteristics, the parameters considered  are Kp=9.25, Kd=0 
and Ki=6.25. The fuzzy responses of the regulator are compared 

with those given by the PID regulator. The results are shown in 
the figures below. 

.
Fig.17. Torque response 

 
Fig. 18. Flux-qr response 

 
Fig. 19. Flux-dr response 

The torque oscillation (Fig. 20) reaches the maximum value of 
the order of 4.5 times the nominal torque (rises to more than 
45.27 N·m).  

This is due to noises generated by mechanical parts.  After 
the disappearance of the transient regime which lasts 0.16s, the 
torque decreases almost linearly from 26.9 N · m and tends to-
wards zero.  

The minimum value is 0.314 N · m; it is due to friction. These 
results show that the two types of control demonstrate good per-
formance for Fluxq_r (Fig. 21) and Flux_dr (Fig. 22) and stator 
current component Iqs (Fig. 22).   

0 0.5 1 1.5 2 2.5 3 3.5
0

20

40

60

80

100

120

140

160

Time (seconds)

da
ta

Speed(rad/s)

0 0.5 1 1.5 2 2.5 3 3.5
-30

-25

-20

-15

-10

-5

0

Time (seconds)

da
ta

Stator current component Iqs(A)

0 0.5 1 1.5 2 2.5 3 3.5
-10

0

10

20

30

40

50

Time (seconds)

da
ta

Torque(N.m)

0 0.5 1 1.5 2 2.5 3 3.5
-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Time (seconds)

da
ta

flux-qr(wb)

0 0.5 1 1.5 2 2.5 3 3.5
-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

Time (seconds)

da
ta

flux-dr(wb)



Noura Rezika Hatem Bellahsene           DOI 10.2478/ama-2024-0009 
Fuzzy Based Supervision Approach in the Event of Rotational Speed Inversion in an Induction Motor 

74 

 
Fig. 20. Torque response 

 
Fig. 21. Flux_qr response 

 
Fig. 22. Flux_dr response 

We find almost the same situation with the only difference in 
response time of speed; the response time of the PI controller is 
always the same under all conditions, but that of the fuzzy control-
ler depends on the set point. 

In transient mode, mains supply shows a high current demand 
of 27.06 A (Fig. 23). After its disappearance, the steady state is 
reached. 

 
Fig. 23. Stator current component Iqs response 

During start-up and in the transient state, the rotational speed 
increases and evolves with a rise time of 0.2 s, at t = 0.3 s (start of 
the steady state); it stabilizes at a value close to the set point 
velocity (156.7 rad/s) (Fig. 24).  

We observe a perfect continuation of the reference velocity, 
an insensitivity and rapid rejection of the load (0.88%).  

Let us now consider the case where the motor is in the final 
position and an unknown load at some frequency is applied to the 
motor shaft. 

 
Fig. 24.  Velocity response 

An inversion of the reference rotational speed (Fig. 25) occurs 
after 1 s and a load of 10 N·m at 2 s from the start.  

The output (Fig. 26) has a good follow-up of the set point; the 
current 𝐼𝑞𝑠 does not have an overshoot during this inversion.  

 
Fig. 25. Rotational speed response 

 

Fig. 26. Iqs current response 
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This difference is due to the fact that the response time of the 
PI regulator is determined by its design ; it always manages on its 
first rise to catch up with 95% of its reference value within the 
regulation time ; if this time is fast compared with the machine, we 
notice an overshoot.  

The fuzzy controller, on the other hand, finds a different re-
sponse time each time because this time is not determined in its 
design, and overshoot is always acceptable. 

Therefore, these results show that the two types of control 
give good performance ; we find almost the same with the only 
difference in terms of the speed response time; the response time 
of the PI regulator is always the same under all conditions ; on the 
other hand, that of the fuzzy regulator depends on the set point 
value ; the closer this value is to the initial value, the faster the 
response. 

The control strategy with the fuzzy logic has been applied to 
the AM, and the results of simulation have proved the efficiency of 
control of the system whose required performance indicators were 
fully met, namely: 

 An appreciable rise time. 

 A negligible excess. 

 A good pursuit of the set-point. 

 Rejection of the disturbance. 

 The speed of reversal of the direction of rotation. 
The fuzzy control greatly improves the behavior and the effi-

ciency of the vector control and thus allows obtaining a high-
performance variable speed drive which is justified by the results 
obtained by comparing the vector control with conventional PI 
regulators and by fuzzy logic controllers. The fuzzy controller 
improves the robustness of the vector control; the simulations 
show that the errors converge towards negligible static values 
which give good control results. 

The results of this approach based on field-oriented control 
and fuzzy logic regulator are very conclusive as long as they do 
not differ too much from the results already seen with the same 
regulator in the event that the engine parameters do not vary. 
However, we see a slightly higher response time. 

8. CONCLUSION 

The PID control often displays low performance. Overshoot 
and rise times are tightly coupled, making gain adjustments diffi-
cult. In this article, we have presented the results obtained by 
applying the fuzzy control, which considerably improves the be-
havior and the efficiency of the vector control.  

Fuzzy logic extended vector control provides a diagnostic ap-
proach to significantly decouple overshoot and rise time, allowing 
for easy setup and very high load rejection characteristics.  

The presented study improves the transient response time 
and the precision of the servo system. An inversion of the refer-
ence rotational speed is considered, and the results are very 
consistent.  

Considering these results, we find a perfect tracking reference 
speed, insensitivity, and rapid rejection of loads, as well as a 
decoupling of the d-q axes which is not influenced by the regime 
applied to the machine.  

The fuzzy control improves the behavior and efficiency of the 
vector control and thus makes it possible to obtain a variable 
speed drive that is more stable and robust to faults.  

Analysis of variations in machine parameters such as elec-
tromagnetic torque, stator and rotor currents in the Park's mark is 

used to detect the presence of defects.  
The control developed adapts to the sudden change in behav-

ior such as a speed reversal.  
Time will show whether these theoretical concepts represent a 

sufficient degree of improvement over the existing techniques to 
enter the domain of commercial drives.   

However, and through this study, it appears that the major 
shortcoming of fuzzy logic control is that it depends on human 
expertise. The rules of a fuzzy logic control system must be regu-
larly updated. 

As, perspectives, the artificial neuronal networks (ANNs) can 
be combined with fuzzy logic to improve the control, extending the 
IM driver life, and achieving proper motor operation and perfor-
mance is significant. In this case, artificial intelligence (AI) is a 
helpful tool to match the motor parameter values and the data 
needed by the controller.  
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Abstract: The study addresses the topic of different fractional orders in the context of simulation as well as experiments using real  
electrical elements of fractional-order circuit. In studying the two solutions of the resistance-capacitance (RC) ladder circuit of appropriate 
parameters, different fractional orders of the electrical circuit are considered. Two fractional-order (non-integer) elements were designed 
based on the  Continued Fraction Expansion (CFE) approximation method. The CFE method itself was modified to allow free choice  
of centre pulsation. It was also proposed that when making individual ladder circuits, in the absence of elements with the parameters  
specified by the program, they should be obtained by connecting commercially available elements in series or parallel. Finally,  
the theoretical analysis of such a circuit is presented using state-space method and verified experimentally. 

Key words: fractional-order circuit, RC ladder, Continued Fraction Expansion 

1. INTRODUCTION 

Fractional calculus is a generalisation of classical calculus 
where the order can be a real or complex number. For integer 
orders, classical derivative is obtained. Fractional calculus has 
been gaining significant interest in the field of dynamical systems 
due to its potential for the development of mathematical models 
that reflect various phenomena, in the field of science and engi-
neering [6], with higher fidelity than the models based on classical 
differential calculus. Moreover, its vital feature is the capability to 
describe the memory effect in the system [8]. For instance, the 
improved models of the RC, RL and RLC electrical circuits as well 
as supercapacitors and batteries have been successfully devel-
oped using fractional calculus [6, 9, 21]. 

The RC ladder network is a form of realisation of elements 
described as a fractional derivative, which can be used for model-
ling, e.g. supercapacitors or transmission lines [8, 14]. The ladder 
circuit is characterised by an electrical circuit configured based on 
series and parallel connections. Unlike supercapacitors, ladder 
elements have a fixed pseudocapacitance and the order of deriva-
tive has no nonlinear effects. The theory predicts that a ladder 
system can behave in a way that is analogous to the behaviour of 
fractional-order elements only if it has infinitely many components. 
In practice, this number is finite, which is associated with a limited 
use of this system as an element of the fractional order. The main 
problem in using a ladder circuit is the equivalent resistance, 
which can be derived by successively applying the series and 
parallel reduction formulae using the appropriate approximation. 
For this reason, the choice of resistance and capacitance is im-
portant. In addition, the designed ladder network should behave 
with the greatest possible accuracy and in a wide frequency range 
as an element of a fractional derivative [14, 23, 24, 26]. 

An example is the paper by Petras et al. [16] that proposes a 
relatively simple way of selecting resistance and capacitance, 
requiring, however, the use of a large number of passive compo-
nents. In order to achieve phase compatibility (over three dec-
ades), the authors built a ladder network consisting of up to 130 
meshes. The method they propose is limited to an order of 0.5. 

There are other, more sophisticated, methods of selecting pa-
rameters of components such as resistance and capacitance 
ladder circuit in order to obtain the desired frequency range in 
which the ladder acts with good accuracy as a fractional with a 
much smaller mesh. These methods are based on the approxima-
tion of the function (s to the power of α) by the ratios of polynomi-
als of the same degree, which also allows the selection of the 
required order of the derivative [5, 19, 20, 23]. 

Although fractional calculus was first used in 1695 by Leibniz 
and L’Hospital, the theory and applications of fractional calculus 
developed greatly in the 19th and 20th centuries, and many au-
thors gave different definitions of fraction derivatives and integrals. 
Subsequently, many general calculus solutions have been devel-
oped, for example, the Rieimann-Liouville fractional derivative 
definition, the Grünwald-Letnikov derivative definition and the 
Caputo fractional derivative definition [2, 3, 4, 7, 15, 22, 25, 26]. 

The present study is one of the first to address the topic of dif-
ferent fractional orders in the context of simulation as well as 
experiments using real elements of fractional-order RC circuit. An 
attempt was made to implement RC ladder networks based on 
Continued Fraction Expansion (CFE) development using Caputo’s 
fractional derivative definition. For the purpose of the project, an 
algorithm was developed to select the parameters of passive 
elements included in the ladder circuits acting as physical ele-
ments of incomplete orders. Two ladder circuits of fractional or-
ders of 0.5 and 0.7 were made. Subsequently, an electrical circuit 
was assembled that included both incomplete-order elements and 
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resistors and then tested in the time and frequency domain. Theo-
retical predictions were compared with the experimental data.  

2. MATHEMATICAL PRELIMINARIES 

Definition 1. The Caputo derivative of the fractional order 
α ∊ (0, 1) of differentiable function f(t) is defined by Eq. (1): 

𝐷𝑡
𝛼𝑓(𝑡) =

1

𝛤(1−𝛼)
∫ (𝑡 − 𝜏)−𝛼𝑓̇(𝜏)𝑑𝜏
𝑡

0
  (1) 

where Γ(x) is the Euler gamma function. 
The one-sided Laplace transform of the fractional operator 

(Eq. [1]) is given by the following expression (Eq. [2]): 

𝐿[𝐷𝑡
𝛼𝑓(𝑡)] = 𝑠𝛼𝐹(𝑠) − 𝑠𝛼−1𝑓(0) (2) 

where 𝐹(𝑠) = 𝐿[𝑓(𝑡)]. 

Let us consider a fractional electrical element in which the current 
i(t) and voltage u(t) relation is described by Eq. (3): 

𝑖(𝑡) = 𝐶𝛼𝐷𝑡
𝛼𝑢(𝑡) (3) 

where Cα is called a pseudocapacitance and 0 < 𝛼 ≤ 1 is the 
order of the element. 

The impedance in s-domain of this element is represented by 
Eq. (4): 

𝑍(𝑠) =
𝑈(𝑠)

𝐼(𝑠)
=

1

𝐶𝛼𝑠
𝛼 (4) 

and the spectral impedance is given by Eq. (5): 

𝑍(𝑗𝜔) =
1

𝐶𝛼𝑗
𝛼𝜔𝛼

=
1

𝐶𝛼[cos(
𝜋𝛼

2
)+𝑗 sin(

𝜋𝛼

2
)]𝜔𝛼

 (5) 

Computing the magnitude of the spectral impedance (Eq. [5]) 
yields the following expression (Eq. [6]): 

𝐴(𝜔) = |𝑍(𝑗𝜔)| =
1

𝐶𝛼𝜔
𝛼 (6) 

and in the logarithmic scale, we obtain the following (Eq. [7]): 

𝑀(𝜔) = 20 log 𝐴(𝜔) = −20𝛼 log𝜔 − 20 log 𝐶𝛼 (7) 

while the phase shift has the following form (Eq. [8]): 

𝜑(𝜔) = arg𝑍(𝑗𝜔) = −
𝜋

2
𝛼 (8) 

3. FRACTIONAL-ORDER ELECTRIC ELEMENT 

There are many different methods reported in the literature for 
designing electrical components of a fractional order [1, 10, 11, 
17, 18, 23]. They require the selection of a certain type of 
electrical circuit consisting of passive elements and determining 
the method of selecting their parameters. A commonly used 
approach is to choose a circuit in the form of a ladder network 
consisting of n capacitors and n+1 resistors, as depicted in Fig. 1. 

 
Fig. 1. Internal structure of the fractional-order element 

The method of selecting parameters of an RC ladder model 
implementing the element described by a fractional derivative of 
the parameter α is based on the development of the CFE [12, 13, 
19, 23], as expressed by Eq. (9). 

(1 + 𝑥)−𝛼 = 1 −
𝛼𝑥

1+
(1+𝛼)𝑥

2+
(1−𝛼)𝑥

3+
(2+𝛼)𝑥

2+
(2−𝛼)𝑥

5+
(3+𝛼)𝑥

2+
(3−𝛼)𝑥

7+
(4+𝛼)𝑥

2+
(4−𝛼)𝑥

⋱

                               (9) 

Due to the finite number of elements of the ladder network, 
amounting to 2𝑛 + 1, the expansion of Eq. (9) should be finished 
at a certain step, allowing approximation of the n-th order of 
(1 + 𝑥)−𝛼, as presented in Eq. (10). 

𝐴𝑛
𝛼(𝑥) = 1 −

𝛼𝑥

1+
(1+𝛼)𝑥

2−                                                         

   ⋱

                    2+
(𝑛−1+𝛼)𝑥

2𝑛−1+
(𝑛+𝛼)𝑥

2

                                  (10) 

Substituting 𝑥 =
𝑠

𝜔0
− 1 within Eq. (10), where ω0 is the 

centre frequency, yields the following function (Eq. [11]): 

𝑎𝑛
𝛼(𝑠) = 𝐴𝑛

𝛼 (
𝑠

𝜔0
− 1) (11) 

while the approximating expression is: 

(1 + 𝑥)−𝛼 = 𝜔0
𝛼𝑠−𝛼 (12) 

This is a modification of the commonly used method that 
assumes ω0 = 1 rad/s. The approximation of Eq. (11) is accurate 

when s = ω0 is substituted, as indicated in Eq. (13): 

𝑎𝑛
𝛼(𝜔0) = 𝐴𝑛

𝛼 (
𝜔0

𝜔0
− 1) = 𝐴𝑛

𝛼(0) = 1 (13) 

The simplification of the continued fraction (Eq. [11]) provides 
the rational function of the variable s (Eq. [14]): 

𝑎𝑛
𝛼(𝑠) =

𝑙𝑛𝑠
𝑛+𝑙𝑛−1𝑠

𝑛−1+⋯𝑙1𝑠+𝑙0

𝑚𝑛𝑠
𝑛+𝑚𝑛−1𝑠

𝑛−1+⋯𝑚1𝑠+𝑚0
 (14) 

Implementation of the fractional element with an impedance 
operator as in Eq. (3) is possible based on the approximation (Eq. 
[14]) that yields the following expression (Eq. [15]): 

𝑍(𝑠) =
𝜔0
𝛼𝑠−𝛼

𝐶𝛼𝜔0
𝛼 ≈ 𝐾

𝑙𝑛𝑠
𝑛+𝑙𝑛−1𝑠

𝑛−1+⋯𝑙1𝑠+𝑙0

𝑚𝑛𝑠
𝑛+𝑚𝑛−1𝑠

𝑛−1+⋯𝑚1𝑠+𝑚0
 (15) 

Constant K is as defined in Eq. (16): 

𝐾 =
1

𝐶𝛼𝜔0
𝛼 (16) 

It is a scaling constant expressed in Ohms, allowing the 
selection of resistance and capacitance in such a way that the 
currents flowing into the electrical circuit have an appropriate 
order of magnitude. 

The diagram of the RC ladder network depicted in Fig. 1 has 
an impedance operator that can be expressed in terms of the 
following (Eq. [17]): 

𝑍𝑛(𝑠) = 𝑅0 +
1

𝐶1𝑠+
1

𝑅1+
1

𝐶2𝑠+
1

𝑅2+⋯
1

𝐶𝑛𝑠+
1
𝑅𝑛

 (17) 
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The results that we obtain by developing a rational function 

Zn(s) in a continued fraction with individual resistances Rk and 
capacitances Ck would be as in Eq. (17). 

The above procedure makes it possible to design a ladder 

network of fractional order α based on the scaling constant 𝐾, the 
center pulsation ω0 and the number of capacitors 𝑛. The 
algorithm consists of the following steps: 
1. Input of a set of ladder network parameters: 

a. order of derivative α, 

b. number of capacitors 𝑛, 

c. scaling constant 𝐾, 
d. centre pulsation ω0. 

2. Calculation of coefficients 𝑙𝑘 and 𝑚𝑘 of polynomials being the 
numerator and denominator of the right side of Eq. (15). 

3. Determination of the coefficients 𝑅𝑘 and 𝐶𝑘 of the expansion 
provided in Eq. (17), based on knowledge of 𝑙𝑘 and 𝑚𝑘 and 
the constant 𝐾. 

4. USING THE TEMPLATE RC LADDER MODEL  
BASED ON CFE DEVELOPMENT 

The CFE method was used to design an RC ladder circuit 
according to the diagram in Fig. 1. Adoption of the assumed input 
parameters was as the following: order of the derivative α1 = 0.5, 
constant K1 = 2087.67 Ω, centre frequency f0 = 100 Hz and the 
number of meshes of the ladder network n = 30; this allowed the 
procurement of parameters of the RC ladder network elements 
predicted by the program: resistance values of the resistors and 
capacitances values of the capacitors. 

Due to the limited availability of the elements with the desired 
parameters on the market and discrepancies between the values 
declared by the manufacturer and the measured ones, the 
resulting resistances and capacitances provided by the program 
had to be obtained by building equivalent systems. In most cases, 
it was sufficient to select pairs of elements, which were then 
connected in series or parallel. To this end, the program was 
developed for selecting equivalent resistances and capacitances 
as well as an appropriate way of combining them – so as to obtain 
the value as close as possible to that anticipated by the program. 
This procedure allowed parameters to be selected with an error of 
less than 1%. Tabs. 1 and 2 summarise the parameters for the 
ladder network of α1 = 0.5. The second and third columns contain 
the measured values of resistive elements (Tab. 1) and 
capacitances (Tab. 2) used to build the ladder network. The fourth 
column shows connection of the elements. The fifth column 
contains the parameters of the equivalent systems, while the sixth 
column contains the parameters determined by the algorithm. The 
software used for the calculations (and plotting) was Wolfram 
Mathematica 9.0. 

MLCC ceramic capacitors were used to build the ladder circuit 
model. Resistance and capacitance measurements were made 
with the LCR meter by HM8118 Rohde & Schwarz at 120 Hz. 

Similar to the present method, a row RC ladder network of an 
order α2 = 0.7 was designed. For the purpose of the algorithm, the 
following assumptions were made: scaling constant K2 = 1010 Ω, 
centre frequency f0 = 100 Hz and number of capacitors n = 30. 

Tab. 1. Equivalent capacitances and their connection 

No. Ca Cb Connection Cab C 

1 34.08 nF 3.42 nF Parallel 37.5 nF 37.5 nF 

2 10.2 μF 88.4 nF Series 87.6 nF 87.6 nF 

3 137 nF 1.43 nF Parallel 138 nF 138 nF 

4 99.4 nF 89.4 nF Parallel 189 nF 189 nF 

5 945 nF 322 nF Series 240 nF 240 nF 

6 225 nF 67.3 nF Parallel 293 nF 293 nF 

7 346 nF - None 346 nF 346 nF 

8 337 nF 63.3 nF Parallel 401 nF 401 nF 

9 1.51 μF 654 nF Series 457 nF 457 nF 

10 474 nF 40.6 nF Parallel 514 nF 514 nF 

11 348 nF 226 nF Parallel 574 nF 574 nF 

12 637 nF - None 637 nF 636 nF 

13 661 nF 40.1 nF Parallel 702 nF 702 nF 

14 1.54 μF 1.54  μF Series 770 nF 770 nF 

15 633 nF 210 nF Parallel 843 nF 842 μF 

16 10.1 μF 1.01  μF Series 920 nF 919 nF 

17 983 nF 19.3 nF Parallel 1.00 μF 1.00 μF 

18 675 nF 416 nF Parallel 1.09 μF 1.09 μF 

19 975 nF 212 nF Parallel 1.19 μF 1.19 μF 

20 663 nF 632 nF Parallel 1.30 μF 1.30 μF 

21 954 nF 458 nF Parallel 1.41 μF 1.42 μF 

22 1.50 μF 46.7 nF Parallel 1.55 μF 1.55 μF 

23 1.02 μF 685 nF Parallel 1.71 μF 1.71 μF 

24 1.55 μF 348 nF Parallel 1.89 μF 1.89 μF 

25 1.49 μF 629 nF Parallel 2.12 μF 2.12 μF 

26 1.49 μF 909 nF Parallel 2.40 μF 2.40 μF 

27 719 nF 1.03 μF Parallel 2.78 μF 2.78 μF 

28 10.6 μF 4.88 μF Parallel 3.34 μF 3.34 μF 

29 434 nF 2.28 μF Parallel 4.29 μF 4.28 μF 

30 5.15 μF 1.45 μF Parallel 6.60 μF 6.59 μF 

Tab. 2. Equivalent resistances and their connection 

No. Ra Rb Connection Rab R 

0 739 Ω 35.9 Ω Parallel 34.2 Ω 34.2 Ω 

1 802 Ω 218 Ω Parallel 171 Ω 171 Ω 

2 5.07 kΩ 329 Ω Parallel 309 Ω 309 Ω 

3 2.35 kΩ 553 Ω Parallel 447 Ω 447 Ω 

4 555 Ω 32.8 Ω Series 587 Ω 588 Ω 

5 662 Ω 67.2 Ω Series 730 Ω 729 Ω 

6 612 Ω 262 Ω Series 874 Ω 874 Ω 

7 2.14 kΩ 1.96 kΩ Parallel 1.02 kΩ 1.02 kΩ 

8 272 kΩ 1.18 kΩ Parallel 1.17 kΩ 1.17 kΩ 

9 12.9 kΩ 1.48 kΩ Parallel 1.33 kΩ 1.33 kΩ 

10 9.80 kΩ 1.76 kΩ Parallel 1.49 kΩ 1.49 kΩ 

11 5.54 kΩ 2.36 kΩ Parallel 1.66 kΩ 1.66 kΩ 

12 4.19 kΩ 3.26 kΩ Parallel 1.83 kΩ 1.83 kΩ 

13 1.96 kΩ 55.0 Ω Series 2.01 kΩ 2.01 kΩ 

14 13.0 kΩ 2.66 kΩ Parallel 2.21 kΩ 2.21 kΩ 

15 2.36 kΩ 50.4 Ω Series 2.41 kΩ 2.41 kΩ 

16 8.05 kΩ 3.90 kΩ Parallel 2.63 kΩ 2.63 kΩ 

17 1.77 kΩ 1.10 kΩ Series 2.86 kΩ 2.86 kΩ 

18 2.92 kΩ 195 Ω Series 3.12 kΩ 3.12 kΩ 

19 17.7 kΩ 4.21 kΩ Parallel 3.40 kΩ 3.40 kΩ 

20 30.1 kΩ 4.23 kΩ Parallel 3.71 kΩ 3.71 kΩ 

21 3.84 kΩ 215 Ω Series 4.06 kΩ 4.05 kΩ 

22 38.5 kΩ 5.04 kΩ Parallel 4.45 kΩ 4.45 kΩ 

23 2.95 kΩ 1.97 kΩ Series 4.92 kΩ 4.92 kΩ 

24 240 kΩ 5.60 kΩ Parallel 5.47 kΩ 5.47 kΩ 

25 26.4 kΩ 8.03 kΩ Parallel 6.16 kΩ 6.16 kΩ 

26 6.82 kΩ 235 Ω Series 7.05 kΩ 7.05 kΩ 

27 55.4 kΩ 9.76 kΩ Parallel 8.29 kΩ 8.29 kΩ 

28 8.95 kΩ 1.29 kΩ Series 10.2 kΩ 10.2 kΩ 

29 29.89 kΩ 26.4 kΩ Parallel 14.0 kΩ 14.0 kΩ 

30 738 kΩ 29.9 kΩ Parallel 28.7 kΩ 28.7 kΩ 
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5. FREQUENCY RESPONSE OF THE LADDER CIRCUIT 
MODEL 

Due to the complexity of the ladder networks and the number 
of their elements, Bode plots of incomplete systems, spanning 
four decades (1–10 kHz), were investigated. Figs. 2 and 3 present 
the amplitude and phase characteristics for an RC ladder model of 
an order α1 = 0.5 and pseudocapacitance Cα1

 = 19.1 µF/s0.5. 

 
Fig. 2. Bode magnitude plot for the RC ladder circuit of an order α1 = 0.5 

 
Fig. 3. Bode phase plot for the RC ladder circuit of an order α1 = 0.5 

In turn, Figs. 4 and 5 depict the frequency responses of the 
ladder network of an incomplete order α2 = 0.7 and 
pseuodcapacitance Cα2

 = 10.9 µF/s0.5. 

 
Fig. 4. Bode magnitude plot for the RC ladder circuit of an order  
            of α2 = 0.7 

 
Fig. 5. Bode phase plot for the RC ladder circuit of an order of α2 = 0.7 

The obtained phase characteristics for the RC ladder with an 
order of 0.5 deviate from the theoretical value (–45°) by no more 
than 1.5°. In contrast, the measured magnitude deviates from the 
theoretical line by less than 0.7%. The measured phase 
characteristic for the RC ladder of a fractional order of α2 = 0.7 
deviates from the theoretical value (−63°) by no more than 2.2°. 
The Bode magnitude plot for the system of α2, based on the 
measurement, is consistent with the theoretical response, differing 
less than 0.8%. 

6. ELECTRICAL FRACTIONAL CIRCUIT 

The diagram of the measuring system, shown in Fig. 6, 
consists of three external resistors R1, R2 and R3, constant voltage 
source e and two elements of orders α1 and α2. 

 
Fig. 6. Diagram of the RC electrical circuit 

The dynamics of the voltages at the terminals of both ladder 
circuits are given by the state-space representation (Eq. [18]): 

[
𝐷𝑡
𝛼1𝑢1(𝑡)

𝐷𝑡
𝛼2𝑢2(𝑡)

] = [
𝑎11 𝑎12
𝑎21 𝑎22

] [
𝑢1(𝑡)

𝑢2(𝑡)
] + [

𝑏1
𝑏2
] 𝑒(𝑡)  (18) 

where: 

𝐴 = [
𝑎11 𝑎12
𝑎21 𝑎22

] = [
−
𝑅2+𝑅3

𝑅2𝐶𝛼1

𝑅3

𝑅2𝐶𝛼1
𝑅3

𝑅2𝐶𝛼2
−
𝑅1+𝑅3

𝑅2𝐶𝛼2

] (19a) 

𝐵 = [
𝑏1
𝑏2
] = [

𝑅2

𝑅2𝐶𝛼1
𝑅1

𝑅2𝐶𝛼2

] (19b) 
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𝑅2 = 𝑅1𝑅2 + 𝑅2𝑅3 + 𝑅1𝑅3 (19c) 

The solution of the equation of state (Eq. [20]) is as follows: 

𝑥(𝑡) = 𝛷0(𝑡)𝑥0 + ∫ [𝛷1(𝑡 − 𝜏)𝐵̃1 +𝛷2(𝑡 − 𝜏)𝐵̃2]𝑒(𝜏)𝑑𝜏
𝑡

0
  

                                                                                                   (20) 

where 𝑥(𝑡) = [
𝑢1(𝑡)
𝑢2(𝑡)

] is a state vector with x0 = x(0), while 

𝐵̃1 = [
𝑏1
0
] , 𝐵̃2 = [

0
𝑏2
] (21) 

Time-dependent functions Φk(t) for k = 0,1,2, occurring in the 
solution of Eq. (19), are given by functional series, as presented in 
Eq. (22): 

𝛷0(𝑡) = ∑ ∑ 𝑇𝑘1𝑘2
𝑡𝑘1𝛼1+𝑘2𝛼2

𝛤(𝑘1𝛼1+𝑘2𝛼2+1)
∞
𝑘2=0

∞
𝑘1=0

𝛷1(𝑡) = ∑ ∑ 𝑇𝑘1𝑘2
𝑡(𝑘1+1)𝛼1+𝑘2𝛼2−1

𝛤[(𝑘1+1)𝛼1+𝑘2𝛼2]
∞
𝑘2=0

∞
𝑘1=0

𝛷2(𝑡) = ∑ ∑ 𝑇𝑘1𝑘2
𝑡𝑘1𝛼1+(𝑘2+1)𝛼2−1

𝛤[𝑘1𝛼1+(𝑘2+1)𝛼2]
∞
𝑘2=0

∞
𝑘1=0

 (22) 

where data in the form of matrices Tk1k2
 are provided in terms of 

the following recursive relationship (Eq. [23]): 

𝑓(𝑥) =

{
  
 

  
 

𝐼𝑁   

𝐴̃1𝑇𝑘1−1,𝑘2 + 𝐴̃2𝑇𝑘1,𝑘2−1   

0  

for 𝑘1 = 𝑘2 = 0

for 𝑘1, 𝑘2 ≥ 0
and 𝑘1 = 𝑘2 = 0

for 𝑘1 < 0
and/or 𝑘2 < 0

  (23) 

where 

𝐴̃1 = [
𝑎11 𝑎12
0 0

] , 𝐴̃2 = [
0 0
𝑎21 𝑎22

] (24) 

7. MEASUREMENTS OF THE ELECTRICAL CIRCUIT 

The RC ladder network of fractional orders α1 = 0.5 and 

α2 = 0.7 was assembled (Fig. 7) according to the scheme 
presented in Fig. 6. The values of the parameters of the circuit 
elements are presented in Tab. 3. 

Tab. 3. Parameters of the circuit 

Circuit parameters Values 

R1 996.8 Ω 

R2 1183.0 Ω 

R3 893.8 Ω 

α1 0.5 

α2 0.7 

Cα1 19.1 μF/s0.5 

Cα2 10.9 μF/s0.3 

e 10 V 

 
Fig. 7. Measuring station used in the experiment: 1 – measuring card;  

 2 – DC power supply; 3 – ladder network of α1 = 0.5; 4 – boards  
 with external resistors; 5 – ladder network of α2 = 0.7 

The RC ladder network and DC voltage terminals were con-
nected to the measuring card. The discharged circuit was fed with 
a step voltage of 10 V. During the experiment, the dynamics of 
terminal voltage of the ladder circuits with a time step of 1 ms 
were measured. 

Figs. 8 and 9 present the step responses of the fractional-
order RC circuit; further, Tab. 3 presents theoretical curves based 
on Eq. (19) and parameters of the tested circuit elements. 

 
Fig. 8. Measured and theoretical step response of the RC ladder circuit  

 of α1 = 0.5 

 
Fig. 9. Measured and theoretical step response of the RC ladder circuit  

 of α2 = 0.7 
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The accuracy of the results is analysed through a comparison 
of theoretical and measured values of both curves using relative 
error (Eq. [25]): 

𝜀 = |
𝑢𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙−𝑢𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝑢𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
| ∙ 100% (25) 

The relative error curves are presented in Figs. 10 and 11. 

 
Fig. 10. Relative error function of the RC ladder circuit of α1 = 0.5 

 
Fig. 11. Relative error function of the RC ladder circuit of α2 = 0.7 

The relative error in both the cases did not exceed 0.5%. 

8. CONCLUSIONS 

Realisation methods of an RC ladder circuit of fractional order, 
associated with the appropriate selection of its resistance and 
capacitance, were discussed. Previous approaches described by 
Khazali and Tawalbeh [5], as well as Petras, Sierociuk and Pod-
lubny [16], have significant restrictions as to the choice of order of 
derivative α. Despite their simplicity, consisting in a small variation 
of the parameters of the selected elements, the above methods 
require the construction of systems of considerable length in order 
to obtain a wide frequency range in which RC ladder behaves in 
a manner as close as possible to the ideal element of the order 
α1 = 0.5. 

For this reason, the paper considers the case when α is differ-
ent from 0.5 (in this case α =0.7) and compares the obtained 
results with the results of α = 0.5. In this way, the description and 
development of the ladder electrical circuits with α other than 0.5 
were presented, thereby enabling a wider application of fractional 
differential calculus. An approximation based on CFE was used, 
which made it possible to shorten the ladder calculations of elec-

trical circuits. The definition of fractional order by Caputo was also 
used. 

In order to obtain the values of the resistance and capacitance 
of the RC ladder network, consistent with the theoretical values 
calculated based on CFE, a program was developed that selects 
the equivalent, actual resistors and capacitors with the measured 
values and the way of their connection. As a result, the discrepan-
cy between the actual and theoretical values was at most 1%. 

In this way, the circuits consisting of fewer meshes and having 
a wider range of Bode plot compatibility were obtained and 
compared with the results derived by the aforementioned authors. 
The study also shows that for the circuit comprising two real 
fractional elements, the theoretical predictions do not differ from 
the experimental results by more than 0.5% of the measured 
value. 
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Abstract: The primary objective of this research is to extend the concept of fractionalized Casson fluid flow. In this study, a comprehensive 
analysis of magnetohydrodynamic (MHD) natural convective flow of Casson fluid is conducted, focusing on obtaining analytical solutions 
using the non-integer-order derivative known as the Yang–Abdel-Aty–Cattani (YAC) operator. The YAC operator utilized in this research 
possesses a more generalized exponential kernel. The fluid flow is examined in the vicinity of an infinitely vertical plate with a characteristic 
velocity denoted as 𝑢0. The mathematical modelling of the problem incorporates partial differential equations, incorporating Newtonian 

heating and ramped conditions. To facilitate the analysis, a suitable set of variables is introduced to transform the governing equations  
into a dimensionless form. The Laplace transform (LT) is then applied to the fractional system of equations, and the obtained results  
are presented in series form and also expressed in terms of special functions. The study further investigates the influence of relevant  
parameters, such as 𝛼, 𝛽, 𝑃𝑟, 𝑄, 𝐺𝑟, 𝑀, 𝑁𝑟 and 𝐾, on the fluid flow to reveal interesting findings. A comparison of different approaches 

reveals that the YAC method yields superior results compared to existing operators found in the literature. Graphs are generated  
to illustrate the outcomes effectively. Additionally, the research explores the limiting cases of the Casson and viscous fluid models to derive 
the classical form from the YAC fractionalized Casson fluid model. 

Key words: YAC derivative, series solution, heat transfer, Laplace transformation, Rabotnov exponential functions, system parameters

1. INTRODUCTION 

Non-Newtonian fluids have gained significant importance 
among researchers and scientists in recent decades due to their 
wide range of applications in various fields. The complex nature of 
these fluids prevents the characterization of their mechanical 
properties using the Navier–Stokes equation, making a single 
constitutive equation inadequate for describing their rheological 
behaviour. The rheological behaviour of non-Newtonian fluids is of 
great significance in industrial and technological applications, 
such as petroleum, biological, plastic manufacturing, chemical, 
textile and cosmetic industries. Several models, including the 
viscoplastic model, second-grade fluid model, Williamson fluid, 
Bingham plastic model, power law model, Jeffery model, Brink-
man type fluid, Oldroyd-B model, Maxwell model, Walters-B fluid 
model, tangent hyperbolic fluid and Casson model (shear thinning 
liquid), have been developed to explain the diverse nature of non-
Newtonian fluids [1–6]. 

Among these models, the Casson fluid is considered the sim-
plest generalization of a Newtonian fluid. Casson fluid, introduced 
by Casson in 1959 to analyse the regime of pigment-oil suspen-
sions, is one of the most common types of non-Newtonian fluids 
[7]. The Casson fluid model allows for the determination of vis-
cous fluid behaviour by considering the impacts of its generalized 

parameters. Due to its important properties and wide range  
of applications, Casson fluid finds application in biological scienc-
es, such as plasma and the handling of biological fluids like blood, 
as well as in mechanics due to its viscoelastic behaviour. Given 
the current scientific challenges, mathematicians, researchers, 
scientists and engineers are particularly focused on studying 
Casson fluid in fields like biology, engineering, chemistry, petrole-
um industries and physiology, considering its natural behaviour. 
Hussain et al. [8] employed the Homotopy analysis method, an 
analytical technique, to investigate series solutions for magneto-
hydrodynamic (MHD) Casson fluid in the thermal boundary layer 
flow over a moving stretching porous wedge. Additionally, Hussain 
et al. [9] discussed the solution of the MHD thermal boundary 
layer flow of Casson liquid over a penetrable extending wedge 
with ohmic heating and convective boundary conditions. 

Ramped conditions refer to a flow condition where the shear 
rate of a fluid gradually changes over time. This approach is 
commonly employed in the investigation of non-Newtonian fluids 
to gain insights into their flow behaviour and properties under 
different circumstances. In the pharmaceutical industry, ramped 
conditions are utilized to study the rheological behaviour of com-
plex fluids like suspensions and emulsions, which often exhibit 
non-Newtonian characteristics. The application of ramped condi-
tions extends to the oil and gas industry, where they are employed 
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to model the flow of non-Newtonian fluids. Understanding the 
rheological behaviour of drilling mud and other fluids is crucial for 
optimizing drilling operations. In the field of biomedical engineer-
ing, ramped conditions are used to study blood flow in arteries 
and veins. The behaviour of non-Newtonian fluids plays a critical 
role in comprehending the pathophysiology of diseases such as 
atherosclerosis. Ali et al. [10] developed a mathematical model to 
examine blood flow through a cylindrical stenosed blood vessel. 
Overall, ramped conditions have significant applications in the 
study of non-Newtonian fluids. They enable researchers to gain a 
better understanding of the flow behaviour of these fluids under 
various conditions, which is essential for optimizing their perfor-
mance in diverse applications. Khalid et al. [11] investigated the 
MHD unsteady free convectional transport of the Casson model, 
considering computational aspects in porous media. Hussain et al. 
[12] discussed the effects of chemical reactions and suc-
tion/injection on the flow of Williamson fluid along a porous 
stretching wedge. Bhattacharyya et al. [13] described the MHD 
flow of Casson fluid velocity in the presence of an exponentially 
stretching surface. Oka [14] conducted the first-time analysis of 
Casson fluid movement, considering convective conditions at the 
boundary through a permeable stretching sheet, and analysed the 
results theoretically. Riaz et al. [15] investigated the impacts of 
heat generation on MHD Maxwell fluid in a permeable medium. 
Hussain et al. [16] analyzed the flow of a hybrid nanofluid under 
the influence of MHD, variable viscosity and mixed convection. 
Mernone et al. [17] examined the two-dimensional peristaltic flow 
of Casson fluid in a channel. Arthur et al. [18] investigated the 
generalized peristaltic flow of Casson fluid in a permeable channel 
subjected to chemical reaction effects. Mukhopadhyay [19] exam-
ined the heat transfer phenomenon of MHD Casson fluid with heat 
suction/blowing passing over a stretching plate. Mustafa et al. [20] 
analysed the unsteady flow of the Casson model using the ho-
motopy analysis method to study heat transfer over a movable flat 
plate. Similar studies on MHD Casson fluid can be found in the 
literature [21–23] and references therein. 

Fractional calculus has diverse and significant impacts in vari-
ous fields such as electrical engineering, electrochemistry, control 
theory, electromagnetism, mechanics, image processing, bioengi-
neering, physics, finance and fluid dynamics. It is a valuable tool 
for research and study due to its wide-ranging applications. Frac-
tional derivatives not only capture the present behaviour of sys-
tems but also account for their past behaviour, making them 
particularly suitable for systems with long-term memory. Its appli-
cations extend beyond physical sciences to areas like biology, 
astrophysics, ecology, geology and chemistry. In the past dec-
ades, fractional calculus has successfully elucidated the mecha-
nisms of non-Newtonian models by providing a simple and ele-
gant description of their complex behaviour. One well-known type 
of non-Newtonian fluid is viscoelastic fluid, which exhibits both 
elasticity and viscosity. These fluid models have significant impli-
cations in polymerization, industrial and mechanical engineering, 
as well as the automobile industry, due to their inherent character-
istics. Fractional calculus plays a crucial role in interpreting the 
viscoelastic nature of materials. Given these remarkable proper-
ties, researchers have dedicated attention to analysing the frac-
tional behaviour of different fluid models, either directly or indirect-
ly, particularly when considering non-integer-order derivatives. For 
example, Kumar et al. [24] illustrated the multidimensional heat 
equations of arbitrary order using the analytical approaches of the 
homotopy perturbation transform method (HPTM) and residual 
power series method, employing a new fractional operator in the 

Yang–Abdel-Aty–Cattani (YAC) sense. Bagley and Torvik [25] 
explored the application of fractional calculus to viscoelastic fluids. 
Rehman et al. [26] investigated the fractional Maxwell fluid and 
obtained closed solutions for shear stress and velocity. Riaz et al. 
[27] analysed the influence of MHD on the heat transfer of frac-
tionalized Oldroyd-B fluid. Additionally, Rehman et al. [28] studied 
certain features of Maxwell fluid, considering the impact of Newto-
nian heating and developed a fractional model using the Prab-
hakar fractional approach. Mohammadi et al. [29] utilized the 
Euler method for fractional-order Caputo Fabrizio derivative to 
approximate the system’s solution and analyse the effects of the 
mumps virus. Rehman et al. [30] performed a comparative analy-
sis of ABC, CF and CPC methods for a second-grade fluid under 
the influence of Newtonian heating, obtaining series solutions. 
Kumar et al. [31] proposed a new generalized fractional derivative 
that produces different types of singular and nonsingular fractional 
derivatives based on various kernels. Jleli et al. [32] presented a 
general framework of the HPTM for the analytic treatment of time-
fraction partial differential equations following the YAC approach. 
Furthermore, Hayat et al. [33] obtained a series solution for the 
flow of Jeffery fluid, highlighting the contributions of fractional 
calculus to viscoelastic fluids in various studies [34–39]. 

In a recent study, Anwar et al. [40] investigated the classical 
version of the Casson fluid model with ramped boundary condi-
tions using the Laplace transformation method. This method is 
efficient for non-uniform boundary conditions, but it does not 
consider the fractional behaviour effect in the presented model. It 
was observed that the Casson fluid model with the innovative 
fractional operator, known as the YAC operator, which has a non-
local and singular kernel, has not been previously studied in con-
junction with ramped boundary conditions for velocity and energy 
distribution through porous media in the literature on fractional 
models in fluid mechanics. Motivated by these findings, this article 
focuses on the heat transfer analysis of the MHD fractional Cas-
son fluid in a channel with ramped conditions. The integer-order 
derivative Casson fluid model is transformed into the non-integer-
order derivative YAC model. The Laplace transform (LT) is used 
to obtain analytical solutions for the problem at hand. The velocity 
and temperature are evaluated in series form, providing exact 
solutions that have not been reported in the previous literature. 
Therefore, this article contributes valuable insights to the existing 
literature by presenting a wide range of exact solutions for the 
Casson fluid with appropriate boundary conditions. The influence 
of embedded parameters, including the YAC fractional parameter 
 , porosity parameter K, Casson fluid parameter  , Prandtl 

parameter Pr, magnetic number M, heat injection/suction parame-
ter Q, Grashof number Gr and radiation parameter Nr, on the 
velocity profile and heat distribution, are analysed using graphical 
representations. 

2. MATHEMATICAL MODEL 

In this study, we investigate the heat transfer phenomenon in 
the convective flow of an MHD Casson fluid over a vertically 
oriented infinite plate. The coordinate axis system is set up such 

that the plate is fixed along the x-axis, and the ∅-axis is perpen-
dicular to the plate (as depicted in Fig. 1). Initially, at time 𝑡 = 0, 

the fluid is at rest with the ambient temperature 𝑇∞. Ramped 

conditions are applied to the velocity for 𝑡 > 0, with the wall 

temperature set as 𝑇𝑤. 
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Fig. 1. Schematic drawing of the flow model 

The velocity component 𝑢(𝜑, 𝑡) is considered along the x-

axis, where 𝑢0 represents the characteristic velocity, and the fluid 

flow is confined to 𝜑 > 0. We make certain assumptions in our 
model. First, a vertical transverse magnetic force is introduced 
and exerted on the fluid flow, and the fluid motion is assumed to 
be unidirectional. We neglect the influence of the induced magnet-
ic field due to the small value of the Reynolds parameter/number. 

Viscous dissipation, Joule heating, radiative heat flux (𝑄𝑟) and 
any other external heat sources are also disregarded. Additionally, 
we assume that the fluid velocity in this problem is only dependent 

on the two parameters, 𝜑 and t. Under these assumptions, the 
governing equations for the fluid flow, using Boussinesq’s approx-
imation [41, 42], can be expressed as follows: 

The following equations represent the momentum and energy 
equations: 

𝜕𝑢(𝜑,𝑡)

𝜕𝑡
= 𝜐 (1 +

1

𝛽
)

𝜕2𝑢(𝜑,𝑡)

𝜕𝜑2 + 𝑔𝛽𝑇(𝑇(𝜑, 𝑡) − 𝑇∞)            

−
𝜎

𝜌
𝐵0

2𝑢(𝜑, 𝑡) − 𝜐 (1 +
1

𝛽
)

𝜁

𝑘𝑝
𝑢(𝜑, 𝑡),                              (1) 

𝜌𝐶𝑝
∂𝑇(𝜑,𝑡)

∂𝑡
= −

∂𝑞(𝜑,𝑡)

∂𝜑
−

∂𝑄𝑟

∂𝜑
+ 𝑄0(𝑇(𝜑, 𝑡) − 𝑇∞),            (2) 

where 

[𝑄𝑟 = −
4𝜎1

3𝑘1

∂𝑇4

∂𝜑
; 𝑇4 ≈ 4𝑇∞

3 𝑇 − 3𝑇∞
4]. 

Fourier’s Law of thermal flux is written as 

𝑞(𝜑, 𝑡) = −𝑘
∂𝑇(𝜑,𝑡)

∂𝜑
.                                                          (3) 

The mathematical representation of the given problem, includ-
ing the associated initial conditions and ramped boundary condi-
tions, is presented as follows: 

𝑢(𝜑, 0) = 0,    𝑇(𝜑, 0) = 𝑇∞,    𝜑 ≥ 0,  

𝑢(0, 𝑡) = {
𝑢0

𝑡

𝑡0
,     0 < 𝑡 ≤ 𝑡0;

𝑢0,     𝑡 > 𝑡0

,  

𝑇(0, 𝑡) = {
𝑇∞ + (𝑇𝑤 − 𝑇∞)

𝑡

𝑡0
,     0 < 𝑡 ≤ 𝑡0;

𝑇𝑤 ,     𝑡 > 𝑡0

,  

𝑢(𝜑, 𝑡) → 0, 𝑇(𝜑, 𝑡) → 𝑇∞, as 𝜑 → ∞and 𝑡 > 0.              (4) 

A new set of quantities is introduced to non-dimensionalise 
the problem equations. This allows for a more convenient repre-
sentation of the equations without specific units. By utilizing these 
non-dimensional quantities, the problem can be analysed and 
compared across different scales or systems. 

𝑡∗ =
𝑢0

2𝑡

𝜐
,    𝜑∗ =

𝑢0𝜑

𝜐
,    𝑢∗ =

𝑢

𝑢0
,    𝑞∗ =

𝑞

𝑞0
,    𝑇∗ =

𝑇−𝑇∞

𝑇𝑤−𝑇∞
,   

𝑞0 =
𝑘(𝑇𝑤−𝑇∞)𝑢0

𝜐
, 𝑄 =

𝑄0𝜐

𝜌𝐶𝑝𝑢0
2 , 𝐺𝑟 =

𝑔𝛽𝑇(𝑇𝑤−𝑇∞)

𝑢0
3 ,  

𝑃𝑟 =
𝜇𝐶𝑝

𝑘
, 𝑀 =

𝜎𝐵0
2𝜐

𝜌𝑢0
2 , 𝑁𝑟 =

16𝜎1𝑇∞
3

3𝑘𝐾1
,

1

𝐾
=

𝜐2𝜁

𝑘𝑝𝑢0
2.                    (5) 

Upon substituting the newly introduced entities, as defined in 

Eq. (5), into Eqs (1) and (2), and subsequently omitting the ∗ 
symbol, the equations undergo a transformation that results in a 
revised form. This process involves replacing the relevant varia-
bles or terms with their corresponding values based on the defini-
tions provided in Eq. (5). 

By applying these substitutions and simplifications, the equa-
tions are modified to better represent the desired form or struc-
ture, allowing for clearer mathematical expressions and further 
analysis. The specific details of the transformations depend on the 
specific equations and substitutions involved, as well as the con-
text in which they are applied. 

∂𝑢(𝜑,𝑡)

∂𝑡
= 𝑏

∂2𝑢(𝜑,𝑡)

∂𝜑2 − [𝑀 +
𝑏

𝐾
] 𝑢(𝜑, 𝑡) + 𝐺𝑟𝑇(𝜑, 𝑡),          (6) 

∂𝑇(𝜑,𝑡)

∂𝑡
= − (

1+𝑁𝑟

𝑃𝑟
)

∂𝑞(𝜑,𝑡)

∂𝜑
+ 𝑄𝑇,                                             (7) 

𝑞(𝜑, 𝑡) = −
∂𝑇(𝜑,𝑡)

∂𝜑
.                                                             (8) 

The non-dimensional forms of the initial and boundary condi-
tions are also considered in this context 

𝑢(𝜑, 0) = 0,    𝑇(𝜑, 0) = 0,for 𝜑 ≥ 0,                               (9) 

𝑢(0, 𝑡) = 𝑇(0, 𝑡) = {
𝑡     0 < 𝑡 ≤ 1
1     𝑡 > 1

,                             (10) 

𝑢(𝜑, 𝑡) → 0,    𝑇(𝜑, 𝑡) → 0 as 𝜑 → ∞and 𝑡 > 0,             (11) 

where 

𝑎 = 𝑏𝜃𝑄 + 𝑐, 𝑏 = 1 +
1

𝛽
, 𝑐 = 𝑀 +

𝑏

𝐾
, 𝑑 = 1 − 𝑏𝜃, 𝜃 =

𝑃𝑟

1+𝑁𝑟
.  

In this context, the term Grashof number is used to represent 
the parameter Gr, the Prandtl number is denoted by Pr, the radia-

tion parameter is represented by Nr, the magnetic number is 

denoted as M, permeability is represented by kp, thermal conduc-

tivity is denoted by k, the coefficient of Rossland absorption is 

denoted by k1, the Stefan–Boltzmann constant is represented by 
ó1, porosity is denoted by ξ, radiative heat flux is represented by 

Qr and porosity is defined as K. 

3. PRELIMINARIES 

In this article, the non-integer YAC time derivative is applied 
which is defined as 

𝑌𝐴𝐶𝐷𝑡
𝛼𝑓(𝑡) = ∫ Ψ𝛼

𝑡

0
(−℘(𝑡 − 𝜏)𝛼)𝑓′(𝜏)𝑑𝜏,                 (12)  

for 𝑡 > 0,0 < 𝛼 < 1, 

where 

Ψ(℘𝑧𝛼) = ∑
℘𝑛𝑧(𝑛+1)(𝛼+1)−1

Γ(𝑛+1)(𝛼+1)

∞
𝑛=0 ,    𝑧 ∈ ℂ,  
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and Ψ𝛼  denotes the Rabotnov exponential function of order 𝛼. 

Laplace transformation of this newly developed operator is de-
fined as follows: 

𝐿{𝑌𝐴𝐶𝐷𝑡
𝛼𝑓(𝑡)} =

1

𝜂𝛼+1

𝜂𝐿{𝑓(𝑡)}−𝑓(0)

1+℘𝜂−(𝛼+1) ,                                 (13) 

where 𝜂 represents LT parameter and 𝛼 used as a fractional 
parameter. 

4. FRACTIONAL FORMULATION OF GOVERNING  
EQUATIONS AND SOLUTIONS 

By replacing the regular time derivative with the YAC fraction-
al derivative in Eqs. (6)–(8), the modified equations for the time-
fractional rate-type fluid model describing velocity and energy are 
obtained. This substitution allows for a more accurate representa-
tion of fractional behaviour, as the YAC fractional derivative incor-
porates non-local and singular kernels. Hence, the resulting equa-
tions provide a comprehensive framework for understanding the 
dynamics of the fluid in terms of velocity and energy within the 
context of a time-fractional rate-type fluid model. 

𝑌𝐴𝐶𝐷𝑡
𝛼𝑢(𝜑, 𝑡) = 𝑏

∂2𝑢(𝜑,𝑡)

∂𝜑2 − 𝑐𝑢(𝜑, 𝑡) + 𝐺𝑟𝑇(𝜑, 𝑡),(14) 

𝑌𝐴𝐶𝐷𝑡
𝛼𝑇(𝜑, 𝑡) =

1

𝜃

∂2𝑇(𝜑,𝑡)

∂𝜑2 + 𝑄𝑇(𝜑, 𝑡).                    (15) 

The YAC fractional operator, denoted as 𝑌𝐴𝐶 𝐷𝑡
𝛼 , is utilized 

in the context mentioned above. More details regarding the prop-
erties of the YAC operator can be found in the study referenced 
as [43]. 

4.1. Investigation of exact solution for temperature profile 

By applying the LT to Eq. (15) while considering the trans-
formed conditions specified in Eqs (9)–(11), we obtain 

𝜂𝑇̅(𝜑,𝜂)−𝑇̅(𝜑,0)

𝜂𝛼+1+℘
=

1

𝜃

∂2𝑇̅(𝜑,𝜂)

∂𝜑2 + 𝑄𝑇̅(𝜑, 𝜂).           (16) 

With transformed boundary conditions 

𝑇̅(𝜑, 0) = 0,    𝑇̅(0, 𝜂) =
1 − 𝑒−𝜂

𝜂2
 

and 𝑇̅(𝜑, 𝜂) → 0 as 𝜑 → ∞.                                                  (17) 

By applying the Laplace transformation to Eq. (16), the solu-
tion for the energy can be derived as follows: 

𝑇̅(𝜑, 𝜂) = 𝑒1𝑒
−𝜑√𝜃(

𝜂

𝜂𝛼+1+℘
−𝑄)

+ 𝑒2𝑒
𝜑√𝜃(

𝜂

𝜂𝛼+1+℘
−𝑄)

.       (18) 

After implementing the transformed boundary conditions, the 
energy solution can be expressed as follows: 

𝑇̅(𝜑, 𝜂) = (
1−𝑒−𝜂

𝜂2 ) 𝑒
−𝜑√𝜃(

𝜂

𝜂𝛼+1+℘
−𝑄)

,

= 𝑇1(𝜑, 𝜂) − 𝑒−𝜂𝑇1(𝜑, 𝜂).

                              (19) 

To transform the solution in time variable again, we have to 
employ inverse Laplace transformation technique on Eq. (19). 

𝑇(𝜑, 𝑡) = 𝑇1(𝜑, 𝑡) − 𝑇1(𝜑, 𝑡)𝑃(𝑡 − 1).                              (20) 

 

In the above expression, 𝑃(𝑡 − 1) represents a Heaviside 
function and 

𝑇1(𝜑, 𝑡) = 䀂           (21) 

The current form of Eq. (21) makes it challenging to compute 
the Laplace inverse. Therefore, it is necessary to convert it into a 
series form, which will yield the following expression: 

𝑇1(𝜑, 𝑡) = 𝐿−1 {
1

𝜂2
∑ ∑

(−𝜑)𝜒(𝜃)
𝜒
2 (−𝑄)

𝜒
2−𝑛

Γ(
𝜒

2
+1)(𝜂)𝑛

𝜒!𝑛!Γ(
𝜒

2
−𝑛+1)(𝜂𝛼+1+℘)𝑛

∞
𝑛=0

∞
𝜒=0 } ,

= ∑ ∑
(−𝜑)𝜒(𝜃)

𝜒
2 (−𝑄)

𝜒
2−𝑛

Γ(
𝜒

2
+1)

𝜒!𝑛!Γ(
𝜒

2
−𝑛+1)

∞
𝑛=0

∞
𝜒=0 𝑡𝑛𝛼+1𝐸𝛼+1,𝑛𝛼+2

𝑛 (−℘𝑡𝛼+1),

 

by using 𝐿−1 {
𝜂𝛼𝛾−𝛽

(𝜂𝛼−℘)𝛾} = 𝑡𝛽−1𝐸𝛼,𝛽
𝛾

(℘𝑡𝛼). 

4.2. Investigation of exact solution for fluid velocity 

Applying the Laplace transformation into Eq. (14) with appro-
priate transformed conditions as defined in Eqs. (9)–(11), we get 

 
𝜂𝑢(𝜑,𝜂)−𝑢(𝜑,0)

𝜂𝛼+1+℘
= 𝑏

𝑑2𝑢(𝜑,𝜂)

𝑑𝜑2 − 𝑐𝑢̅(𝜑, 𝜂) + 𝐺𝑟𝑇̅(𝜑, 𝜂),      (22) 

with conditions are 

𝑢̅(𝜑, 0) = 0,    𝑢̅(0, 𝜂) =
1−𝑒−𝜂

𝜂2   

and 𝑢̅(𝜑, 𝜂) → 0 as 𝜑 → ∞.                                              (23) 

By substituting the computed temperature 𝑇̅(𝜑, 𝜂) obtained 
from Eq. (19) into Eq. (22), the resulting solution can be ex-
pressed in a simplified form as follows: 

𝑢̅(𝜑, 𝜂) = 𝑒5𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
+𝑐)

+ 𝑒6𝑒
𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
+𝑐)

+𝐺𝑟 (
1−𝑒−𝜂

𝜂2 )
𝑒

−𝜑√𝜃(
𝜂

𝜂𝛼+1+℘
−𝑄)

𝑎+
𝑑𝜂

𝜂𝛼+1+℘

.

          (24) 

By utilizing the transformed boundary conditions, we can as-
certain the unknown constant. Subsequently, the solution for the 
velocity in Eq. (24) can be expressed as follows: 

𝑢̅(𝜑, 𝜂) = (
1−𝑒−𝜂

𝜂2 ) 𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
+𝑐)

+
𝐺𝑟(1−𝑒−𝜂)

𝜂2(𝑎+
𝑑𝜂

𝜂𝛼+1+℘
)

[𝑒
−𝜑√𝜃(

𝜂

𝜂𝛼+1+℘
−𝑄)

− 𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
+𝑐)

] .

  (25) 

To find Laplace inverse of Eq. (25), first we write it in the fol-
lowing form: 

𝑢̅(𝜑, 𝜂) = Ω̅(𝜑, 𝜂)

+𝐺𝑟Φ̅(𝜑, 𝜂)[𝑇̅(𝜑, 𝜂) − Ω̅(𝜑, 𝜂)]
                                         (26) 

and 

Ω̅(𝜑, 𝜂) = Ω1(𝜑, 𝜂) − 𝑒−𝜂Ω1(𝜑, 𝜂).                                (27) 

The inverse Laplace of Eq. (27) is obtained as 

Ω(𝜑, 𝑡) = Ω1(𝜑, 𝑡) − Ω1(𝜑, 𝑡)𝑃(𝑡 − 1),                            (28) 

where 
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Ω1(𝜑, 𝑡) = 𝐿−1{Ω1(𝜑, 𝜂)} = 𝐿−1 {
1

𝜂2 𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
+𝑐)

} ,

= 𝐿−1 {
1

𝜂2
∑ ∑

(−𝜑)𝜒(𝑐)
𝜒
2−𝑛

Γ(
𝜒

2
+1)(𝜂)𝑛

𝜒!𝑛!(𝑏)
𝜒
2 Γ(

𝜒

2
−𝑛+1)(𝜂𝛼+1+℘)𝑛

∞
𝑛=0

∞
𝜒=0 } ,

= ∑ ∑
(−𝜑)𝜒(𝑐)

𝜒
2−𝑛

Γ(
𝜒

2
+1)

𝜒!𝑛!(𝑏)
𝜒
2 Γ(

𝜒

2
−𝑛+1)

∞
𝑛=0

∞
𝜒=0 𝑡𝑛𝛼+1𝐸𝛼+1,𝑛𝛼+2

𝑛 (−℘𝑡𝛼+1),

  

Φ(𝜑, 𝑡) = 𝐿−1{Φ̅(𝜑, 𝜂)} = 𝐿−1 {
1

𝑎+
𝑑𝜂

𝜂𝛼+1+℘

},  

            = 𝐿−1 {∑
(−1)𝑚(𝑑)𝑚(𝜂)𝑚

(𝑎)𝑚+1(𝜂𝛼+1+℘)𝑚
∞
𝑚=0 }, 

         = ∑
(−1)𝑚(𝑑)𝑚

(𝑎)𝑚+1
∞
𝑚=0 𝑡𝑚𝛼−1𝐸𝛼+1,𝑚𝛼

𝑚 (−℘𝑡𝛼+1). 

The required velocity solution after employing the definition  
of inverse Laplace operator in Eq. (26) is 

𝑢(𝜑, 𝑡) = Ω(𝜑, 𝑡) + 𝐺𝑟Φ(𝜑, 𝑡) ∗ [𝑇(𝜑, 𝑡) − Ω(𝜑, 𝑡)].    (29) 

4.3. Limiting models 

This section focuses on specific cases that arise when certain 
physical parameters are not present. These cases provide an 
opportunity to examine the influence of different circumstances on 
the solutions. By exploring these scenarios, we can gain valuable 
insights into the system’s behaviour and characteristics when 
specific parameters are disregarded. This analysis contributes to 
a holistic understanding of the problem and deepens our 
knowledge of its dynamics. 

4.3.1 Solution in the absence of Casson parameter 

In this case, let us assume that the Casson fluid parameter, 

denoted as 𝛽, is chosen to be extremely large, meaning 1/𝛽 →
0. After this transformation, the velocity field solution of the newly 
derived viscous fluid, obtained from the previously calculated 
velocity Eq. (25), can be expressed as 

𝑢̅(𝜑, 𝜂) = (
1−𝑒−𝜂

𝜂2 ) 𝑒
−𝜑√(

𝜂

𝜂𝛼+1+℘
+𝑐1)

+
𝐺𝑟(1−𝑒−𝜂)

𝜂2(𝑎1+
𝑑1𝜂

𝜂𝛼+1+℘
)

[𝑒
−𝜑√𝜃(

𝜂

𝜂𝛼+1+℘
−𝑄)

− 𝑒
−𝜑√(

𝜂

𝜂𝛼+1+℘
+𝑐1)

] ,

 (30) 

where 𝑎1 = 𝜃𝑄 + 𝑐1,    𝑐1 = 𝑀 +
1

𝐾
,    𝑑1 = 1 − 𝜃. 

To find Laplace inverse of Eq. (30), first we write it in the fol-
lowing form: 

𝑢̅(𝜑, 𝜂) = 𝜔̅(𝜑, 𝜂) + 𝐺𝑟Ψ̅(𝜑, 𝜂)[𝑇̅(𝜑, 𝜂) − 𝜔̅(𝜑, 𝜂)]     (31) 

and 

𝜔̅(𝜑, 𝜂) = 𝜔1(𝜑, 𝜂) − 𝑒−𝜂𝜔1(𝜑, 𝜂).                                   (32) 

After the application of Laplace inverse operator, Eq. (32) is 
turn out again in the time variable as 

𝜔(𝜑, 𝑡) = 𝜔1(𝜑, 𝑡) − 𝜔1(𝜑, 𝑡)𝑃(𝑡 − 1),                           (33) 

where 

𝜔1(𝜑, 𝑡) = 𝐿−1{𝜔1(𝜑, 𝜂)} = 𝐿−1 {
1

𝜂2 𝑒
−𝜑√(

𝜂

𝜂𝛼+1+℘
+𝑐1)

},  

= 𝐿−1 {
1

𝜂2
∑ ∑

(−𝜑)𝜒(𝑐1)
𝜒
2−𝑛

Γ(
𝜒

2
+1)(𝜂)𝑛

𝜒!𝑛!Γ(
𝜒

2
−𝑛+1)(𝜂𝛼+1+℘)𝑛

∞
𝑛=0

∞
𝜒=0 },  

= ∑ ∑
(−𝜑)𝜒(𝑐1)

𝜒
2−𝑛

Γ(
𝜒

2
+1)

𝜒!𝑛!Γ(
𝜒

2
−𝑛+1)

∞
𝑛=0

∞
𝜒=0 𝑡𝑛𝛼+1𝐸𝛼+1,𝑛𝛼+2

𝑛 (−℘𝑡𝛼+1),  

Ψ(𝜑, 𝑡) = 𝐿−1{Ψ̅(𝜑, 𝜂)} = 𝐿−1 {
1

𝑎1+
𝑑1𝜂

𝜂𝛼+1+℘

},  

            = 𝐿−1 {∑
(−1)𝑚(𝑑1)𝑚(𝜂)𝑚

(𝑎1)𝑚+1(𝜂𝛼+1+℘)𝑚
∞
𝑚=0 },  

= ∑
(−1)𝑚(𝑑1)𝑚

(𝑎1)𝑚+1
∞
𝑚=0 𝑡𝑚𝛼−1𝐸𝛼+1,𝑚𝛼

𝑚 (−℘𝑡𝛼+1).  

The inverse Laplace of Eq. (31), the required velocity field so-
lution, is finally written as 

𝑢(𝜑, 𝑡) = 𝜔(𝜑, 𝑡) + 𝐺𝑟Ψ(𝜑, 𝑡) ∗ [𝑇(𝜑, 𝑡) − 𝜔(𝜑, 𝑡)].    (34) 

4.3.2 Solution in the absence of magnetic and porosity 
parameter 

In this scenario, let us assume that 𝑀 = 0 and 
1

𝐾
= 0 in the 

velocity equation (25), resulting in the following simplified form: 

𝑢̅(𝜑, 𝜂) = (
1−𝑒−𝜂

𝜂2 ) 𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
)

+
𝐺𝑟(1−𝑒−𝜂)

𝜂2(𝑏𝜃𝑄+
𝑑𝜂

𝜂𝛼+1+℘
)

[𝑒
−𝜑√𝜃(

𝜂

𝜂𝛼+1+℘
−𝑄)

− 𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
)
] .

(35) 

To find Laplace inverse of Eq. (35), first we write it in the fol-
lowing form: 

𝑢̅(𝜑, 𝜂) = Υ̅(𝜑, 𝜂)

+𝐺𝑟ϖ̅(𝜑, 𝜂)[𝑇̅(𝜑, 𝜂) − Υ̅(𝜑, 𝜂)]
                         (36) 

and 

Υ̅(𝜑, 𝜂) = Υ̅1(𝜑, 𝜂) − 𝑒−𝜂Υ̅1(𝜑, 𝜂).                                 (37) 

After the application of Laplace inverse operator, Eq. (37) is 
turn out again in the time variable as 

Υ(𝜑, 𝑡) = Υ1(𝜑, 𝑡) − Υ1(𝜑, 𝑡)𝑃(𝑡 − 1),                            (38) 

where 

Υ1(𝜑, 𝑡) = 𝐿−1{Υ1(𝜑, 𝜂)} = 𝐿−1 {
1

𝜂2 𝑒
−𝜑√

1

𝑏
(

𝜂

𝜂𝛼+1+℘
)
} ,

= 𝐿−1 {
1

𝜂2
∑ ∑

(−𝜑)𝜒Γ(
𝜒

2
+1)(𝜂)𝑛

𝜒!𝑛!(𝑏)
𝜒
2 Γ(

𝜒

2
−𝑛+1)(𝜂𝛼+1+℘)𝑛

∞
𝑛=0

∞
𝜒=0 } ,

= ∑ ∑
(−𝜑)𝜒Γ(

𝜒

2
+1)

𝜒!𝑛!(𝑏)
𝜒
2 Γ(

𝜒

2
−𝑛+1)

∞
𝑛=0

∞
𝜒=0 𝑡𝑛𝛼+1𝐸𝛼+1,𝑛𝛼+2

𝑛 (−℘𝑡𝛼+1),

  

ϖ(𝜑, 𝑡) = 𝐿−1{ϖ̅(𝜑, 𝜂)} = 𝐿−1 {
1

𝑏𝜃𝑄+
𝑑𝜂

𝜂𝛼+1+℘

},  

            = 𝐿−1 {∑
(−1)𝑚(𝑑)𝑚(𝜂)𝑚

(𝑏𝜃𝑄)𝑚+1(𝜂𝛼+1+℘)𝑚
∞
𝑚=0 }, 
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            = ∑
(−1)𝑚(𝑑)𝑚

(𝑏𝜃𝑄)𝑚+1
∞
𝑚=0 𝑡𝑚𝛼−1𝐸𝛼+1,𝑚𝛼

𝑚 (−℘𝑡𝛼+1).  

The inverse Laplace of Eq. (36), the required velocity field so-
lution, is finally written as 

𝑢(𝜑, 𝑡) = Υ(𝜑, 𝑡) + 𝐺𝑟ϖ(𝜑, 𝑡) ∗ [𝑇(𝜑, 𝑡) − Υ(𝜑, 𝑡)]. (39) 

5. RESULTS AND DISCUSSION 

This study focuses on analysing the heat transfer in the natu-
ral convective flow of Casson fluid under the influence of MHD. 
The aim is to derive analytical solutions using the non-integer-
order derivative YAC model. The fluid flow occurs along the 𝜑-
axis, and a dimensionless system of equations representing the 
phenomenon is solved using integral LT. The results obtained are 
presented in series form and also expressed in terms of special 
functions. To visually depict the effects of various physical param-
eters, such as the memory parameter (𝛼), Prandtl number (𝑃𝑟), 

Casson parameter (𝛽), heat absorption parameter (𝑄), thermal 

Grashof number (𝐺𝑟), magnetic parameter (𝑀), chemical reaction 
rate (𝑁𝑟) and porosity parameter (𝐾), graphical illustrations are 
utilized. Figs. 2–11 portray the velocity and temperature distribu-
tion of the Casson fluid under different parameter values using 
graphical software. 

 
Fig. 2. Influence of Casson fluid temperature against φ  

for multiple values of α 

Fig. 2 illustrates the influence of the memory parameter on the 

temperature profile. As the value of 𝛼 increases, the boundary 
layer thickens, leading to a decrease in temperature. The validity 
of the obtained result can be easily confirmed by considering the 
limit as 𝛼 → 1. The Prandtl number is a dimensionless quantity 
that characterizes the relative importance of momentum diffusion 
to thermal diffusion in a fluid. It provides valuable information 
about the rate of heat transfer and the thermal boundary layer in 
various fluid flow systems. The prevalence of mass diffusivity in 
fluid flow leads to a decrease in the thermal boundary layer, con-
sequently causing a reduction in temperature. These effects, as 
demonstrated in Fig. 3, can be attributed to the influence of the 

Prandtl number 𝑃𝑟 . Fig. 4 depicts the influence of the radiation 
parameter 𝑁𝑟 on the temperature distribution of Casson fluid for 
different values. The graphs reveal that the energy profile in-

creases as the 𝑁𝑟 values increase. Physically, as the heat flux 
changes, it leads to a reduction in 𝑘1 along the plate in the normal 
direction. This indicates that a greater amount of heat radiation is 
absorbed by the fluid, resulting in an elevated temperature profile. 

 
Fig. 3. Representation of Casson fluid temperature against φ  

for multiple values of Pr 

 
Fig. 4. Representation of Casson fluid temperature against 𝜑  

for multiple values of Nr 

 
Fig. 5. Representation of Casson fluid temperature against φ  

for multiple values of Q 

Fig. 5 illustrates the correlation between the quantity of heat, 

whether extracted (𝑄 < 0) or supplied (𝑄 > 0), and tempera-
ture. It can be observed that the energy profile increases as the 
values of 𝑄 rise, indicating the considerable impact of heat extrac-
tion or generation in cooling and heating procedures. Further-

more, Fig. 6 exhibits the influence of parameter 𝛼 on the fluid 
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flow. The descending velocity curves provide a clear representa-

tion of how varying values of 𝛼 impact the flow behaviour. Fig. 7 
describes the influence of the Casson fluid parameter, 𝛽, on the 

velocity graphs of the Casson fluid in relation to 𝜑. Various values 

of 𝛽 were selected to examine the effects on different fluidic 
parameters.  

 

Fig. 6. Velocity representation for multiple values of 𝛼 

 

Fig. 7. Velocity representation for multiple values of 𝛽 

Fig. 8 depicts the effect of the Prandtl number, denoted as 𝑃𝑟 , 
on the velocity of Casson fluid as a function of 𝜑, while consider-

ing different values of 𝑃𝑟  at four distinct fractional parameter val-

ues of𝛼. It is noteworthy that the Prandtl number plays a signifi-
cant role in determining the behaviour of the Casson fluid velocity 

profile within the boundary layer. As the values of 𝑃𝑟  vary, notice-
able changes in the velocity distribution within the boundary layer 
are observed as decay in the boundary layer of velocity noticed 

corresponding to rise in the distinct values of 𝑃𝑟 . To provide a 
more comprehensive understanding of the impact of the Grashof 
number 𝐺𝑟 , Fig. 9 has been plotted. The Grashof number repre-

sents the ratio between buoyancy force and viscous force. As 𝐺𝑟  
increases, indicating a higher fraction of buoyancy force com-
pared to viscous force, the fluid velocity experiences a significant 
boost. This acceleration in fluid velocity is a direct result of the 

increasing value of 𝐺𝑟 .  
Fig. 10 elucidates the influence of the permeability parameter 

𝐾 on the velocity profiles of the Casson fluid with respect to 𝜑. 

Different values of 𝐾 were chosen to examine the impact of small 
and large 𝛼 values. An increase in the porosity of the medium 
weakens the resistive force, leading to an enhancement in the 
flow regime due to momentum development. The graph clearly 
depicts an elevation in the velocity profile as 𝐾 values increase 
under ramped conditions.  

 

Fig. 8. Velocity representation for multiple values of 𝑃𝑟  

 

Fig. 9. Velocity representation for multiple values of 𝐺𝑟  

 

Fig. 10. Velocity representation for multiple values of 𝐾 

Fig. 11 interprets the influence of the magnetic number 𝑀 on 

the momentum profile concerning 𝜑, by assigning different values 

of 𝑀 in the velocity equation. This visualization aims to demon-
strate the physical behaviour of the velocity of Casson fluid corre-
sponding to various fractional parameter values. The results show 
that both the magnitude of the boundary layer thickness and the 
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velocity decrease when a strong magnetic field is applied. Conse-
quently, this observation indicates that the fluid experiences a 
slow down as the magnetic number increases, as the dragging 
forces dominate over the flow-supporting forces. Ultimately, the 
velocity contour diminishes as the magnetic number values in-
crease. 

 
Fig. 11. Velocity representation for multiple values of 𝑀 

6. CONCLUSION 

    This research article aims to explore the behaviour of MHD 
natural convective flow of Casson fluid, a type of non-Newtonian 
fluid, by obtaining analytical solutions using the non-integer-order 
derivative known as YAC. The study focuses on the fluid flow in 
the vicinity of an infinitely vertical plate. To analyse the system of 
equations governing the flow, the LT technique is employed. This 
mathematical tool helps in transforming the equations into a dif-
ferent domain, where they can be solved more effectively. By 
applying the LT to the fractional system of equations, the re-
searchers are able to derive solutions in a series form, which 
provides a mathematical representation of the behaviour of the 
Casson fluid under MHD natural convective flow conditions. Fur-
thermore, the obtained solutions are presented using special 
functions, which are mathematical functions that have specific 
properties and are commonly used to describe complex phenom-
ena. The use of special functions allows for a more concise and 
precise representation of the results. The researchers analyse the 
graphical behaviour of the solutions to gain insights into the char-
acteristics of the Casson fluid flow. These graphical representa-
tions provide valuable information about various aspects of the 
flow, such as velocity profiles and heat distribution. By observing 
the trends and patterns in the graphs, important key points can be 
identified and expressed as follows: 

 With an increase in the memory parameter 𝛼, the velocity 

field and temperature experience a gradual decrease. In other 

words, higher values of 𝛼 result in lower velocities and tem-

peratures. 

 When the Prandtl number 𝑃𝑟  increases, it indicates a higher 
ratio of momentum diffusivity to thermal diffusivity in a fluid. In 
practical terms, this means that the fluid is more efficient at 
transferring momentum than heat. As a result, both the veloci-
ty field and temperature exhibit a decreasing trend. 

 As the values of the parameters 𝑁𝑟 and 𝑄 increase, the effect 
on the temperature profile becomes more pronounced.  

A higher 𝑁𝑟 implies a greater influence of radiation, leading to 
elevated temperatures. Similarly, an increase in the heat injec-
tion/suction parameter 𝑄 amplifies the impact on the tempera-
ture distribution, resulting in higher temperatures. 

 Elevated values of the parameters 𝐺𝑟  and 𝐾 have a positive 
effect on the velocity of the Casson fluid, resulting in an in-
crease in its flow speed. The larger the values of 𝐺𝑟  and 𝐾, 
the greater the enhancement observed in the velocity of the 
Casson fluid. 

 When the magnetic number 𝑀 increases, the impact of mag-
netic forces on the fluid becomes more significant. This in-
creased influence results in a reduction in the fluid velocity. 
The magnetic forces act as a resistance, impeding the fluid 
flow and causing a decrease in velocity as the magnetic num-
ber increases. 
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Abstract: The reduction in CO2 emissions is now a very popular topic. According to the International Energy Agency, CO2 emitted in 2021 
was 6% more than that emitted in 2020. Carbon capture and storage (CCS) is gaining popularity as a possible solution to climate change. 
Experts estimate that industry and power plants will be responsible for 19% of total CO2 emissions by 2050. This paper presents  
the design of a semi-industrial-scale system for CO2 capture based on the moving bed temperature swing adsorption technology. 
According to the results of laboratory tests conducted by the SINTEF industry, this technology demonstrates high capture efficiency 
(>85%). The CO2 capture medium involved in adsorption is activated carbon passing through individual sections (cooling, heating, 
adsorption), where CO2 is bonded and then released. The heat and mass transfer processes are realised on the developed stand.  
The heat exchangers use steam and water as the heating/cooling medium. The paper reviews the existing solutions and describes  
the developed in-house design of heat exchangers that will ensure heat transfer conditions being a trade-off between economic and 
efficiency-related issues of the CO2 capture process. The designed test stand will be installed in a Polish power plant and is expected  
to meet the method energy intensity target, set at ≤ 2.7 MJ/kg CO2, with a capture efficiency exceeding 85%. The aim of the work  
was to develop and solve technical problems that would lead to the construction of a CO2 capture station with parameters mentioned 
above. This stand uses an innovative method where CO2 is captured by contacting the fluid (gases) with solid particles. The heat 
exchange associated with the heating and cooling of the adsorbent had to be solved. For this purpose, heat exchangers were designed 
with high thermal efficiency and to prevent the formation of mounds. 

Key words: heat and mass transfer, CO2 capture, moving bed temperature swing adsorption, test stand 

1. INTRODUCTION 

Reducing CO2 emissions in line with the European Green 
Deal has become a very important topic. According to a report by 
the International Energy Agency, as much as 36.3 billion tons of 
CO2 were produced in 2021, which is more than 6% than that 
produced the year before – which is the highest level ever [1]. The 
same agency estimates that the share of CO2 emissions from 
industry and power plants will increase from 3% in 2020 to 19% in 
2050 [2,3]. For this reason, the carbon capture and storage (CCS) 
technology has become one of the most promising and necessary 
solutions to combat climate change [4]. Carbon capture (CC) is a 
solution which makes it possible to continue the use of fossil fuels, 
minimising at the same time the amount of CO2 released into the 
atmosphere, thus mitigating global climate changes. Great efforts 
are being made around the world to develop a highly efficient CO2 
capture technology consuming little energy. 

The CO2 capture technology mainly includes three methods: 
pre-combustion capture, oxy-combustion and post-combustion 
capture [5]. The first method involves avoiding the mixing of CO2 
with air, through conversion processes of carbon contained in the 
fuel to make it possible to remove CO2 from the gases.  

Such processes include coal gasification or reforming of oil 
and gas fuels. 

Oxy-combustion involves the use of air significantly enriched 

with oxygen. Such air is obtained by a prior process which 
removes nitrogen. The technology makes use of recirculation of a 
portion of combustion gases consisting mainly of CO2 and O2 to 
lower the furnace temperature and increase CO2 concentration.  

Post-combustion capture can be implemented, for example, 
by absorption, cryogenic separation, membrane process or 
adsorption [6,7]. Depending on the applied method, the process 
requires energy necessary for compression, cooling and 
extraction for the solvent regeneration and needs to ensure a 
highly efficient desulphurisation process. However, the main 
advantage of the post-combustion capture method is that it does 
not require major modifications to existing power plants [8].  

The absorption process involves passing cooled and pre-
treated combustion gases through an absorption column, where a 
significant portion of the CO2 is absorbed through contact with a 
solvent. The CO2-rich solvent then passes through a desorber 
responsible for releasing carbon dioxide, which is compressed 
and purified in the next step.  

Membrane separation is based on the occurrence of 
differences in the physicochemical and chemical interactions 
between the membrane material and the components of the gas 
mixture, which is related to the difference in the rate of permeation 
of the gas components through the membrane. The membrane is 
responsible for dividing combustion gases into the permeating 
stream and the stopped stream.  
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The cryogenic method involves compression and cooling of 
the gas to a temperature of about −56°C, followed by separation 
of CO2 in the liquid form. The selectivity of the cryogenic 
fractionation process results from the different conditions of 
condensation of individual components of combustion gases. 

The last post-combustion capture method – adsorption – is 
based on physical attraction of gas and solids. The following 
materials with a large specific surface area are used as a CO2 
separation medium in the adsorption process: zeolites, activated 
carbon, aluminium oxide or silica and alumina gel. Three kinds of 
CO2 adsorption are used for separation:  

 pressure swing adsorption (PSA) – the adsorbent is 
regenerated through a reduction in pressure, 

 temperature swing adsorption (TSA) – the adsorbent is 
regenerated through a rise in temperature, 

 electric swing adsorption (ESA) – regeneration proceeds by 
passing a low-voltage electric current through the adsorbent. 
Currently, adsorption is widely recognised as an attractive 

method for small and medium-sized CO2 emitters due to its low 
energy consumption and low operating cost [9,10]. The moving 
bed temperature swing adsorption (MBTSA) is a promising 
technology for capturing CO2 from combustion gases. In an 
MBTSA unit, selective adsorbing material circulates between the 
low-temperature stage, where it removes CO2 from combustion 
gases, and the zone with a higher temperature, where it desorbs 
CO2 with greater purity. Given these advantages, various solid 
adsorbents are used to capture CO2, including zeolites, metal-
organic frameworks (MOFs), silica materials, carbon materials 
and functionalised adsorbents [11,12]. Studies have shown that 
activated carbon can successfully capture CO2 because it has a 
large surface area per unit volume, as well as a large surface area 
of submicroscopic pores in which adsorption of impurities occurs. 
Moreover, activated carbon is stable in acidic and alkaline 
conditions. The activated carbon discussed here, with the trade 
name G-BAC, was manufactured by Kureha and has a spherical 
shape. The shape, as well as the particle size, of the activated 
carbon is significant here because of its adsorption properties. In 
an experiment conducted by a team from SINTEF [34], this 
activated carbon showed a high, up to 95%, capture rate. The 
experiment was conducted for synthetic flue gases with a CO2 
content of 3.5 vol%, which is much lower than that found in flue 
gases from coal-fired power plants. Simulations were also carried 
out in gProms software for the composition of the flue gas as in a 
coal-fired power station, as to ensure that the CO2 capture 
efficiency was sufficient. On this basis, an activated carbon 
adsorbent-based CO2 capture system was designed. Activated 
carbon is also cost-effective due to the possibility of regeneration 
and is therefore suitable for the removal of organic compounds 
[13]. However, the adsorption bed is a costly and energy-intensive 
part of the MBTSA system; so, an appropriate design of the heat 
exchanger responsible for cooling, heating and adsorption of the 
working medium is of key importance to improving the efficiency 
of the entire process. Creating gas-granulate or liquid-granulate 
heat exchangers is a major challenge. Efficient heat transfer is 
affected by the geometry of the exchanger (shape and 
arrangement of tubes, hydraulic diameter), operating conditions 
(fluid flow velocity, the heating/cooling fluid temperature) and the 
adsorbent specific properties (shape and size of particles, 
density).  

There are three mechanisms of the heat transfer between 
freely falling granules and the heat exchanger immersed surfaces 

– particle convection, gas convection and radiation. In most dense 
gas-solid fluidised beds, the mixing of solids is the main cause of 
the convective heat transfer by particles [14]. 

Several factors are responsible for the convective heat 
transfer to the flowing sorbent: the contact surface area between 
the sorbent and the hot surfaces, the sorbent residence time, the 
flow pattern and also the mixing of the particles. For these 
reasons, determining the exchanger performance and, in 
particular, estimating the coefficient of the heat transfer from the 
sorbent to the medium flowing in the exchanger tubes is a 
challenge for any designer. In this paper, this coefficient is 
estimated, and the exchangers intended for the CO2 capture 
system are designed. 

2. DESIGNING AND TESTING HEAT EXCHANGERS 

Researchers all over the world have been making efforts to 
design more efficient heat exchangers for many years. In this part 
of the paper, attention will be focused on the literature analysis in 
terms of designing and testing heat exchangers operating with a 
fluidised bed.  

Wang et al. [15] proposed a transient model for the analysis of 
cryogenic desublimation of CO2 in a gas mixture. The model 
includes a counter-current tube-in-tube heat exchanger with three 
control volumes, a nitrogen (or helium) cooling medium, a wall 
with a solid CO2 layer and a gas mixture. The deposition 
distribution, the capture rate and the energy consumption for the 
CO2 desublimation process are analysed in different operating 
conditions. The Nusselt number in the simulations is calculated 
using equations derived from the model function. Bahrehmand 
and Bahrami [16] described a 2D analytical model for the design 
of sorbent-bed heat exchangers of sorption cooling systems. The 
model covered all relevant thermophysical and sorptive 
properties, the heat exchanger geometry and operating 
conditions. Contact thermal resistance at the phase interface in 
sorption beds was also taken into account. The convective heat 
transfer coefficient adopted in the computations was calculated 
based on the Gnielinski correlation. More information on heat 
exchanger modelling can be found in the paper by Golparvar et al. 
[17], where a detailed three-dimensional non-equilibrium model 
was developed to study the effects of the heat and mass transfer 
in annular and longitudinal finned tube adsorber beds filled with 
zeolite 13X particles. The convective heat transfer coefficient in 
this paper was calculated for a fully developed flow using the 
Dittus-Boelter correlation for smooth tubes. It was observed that 
larger temperature gradients occur in an adsorption bed with a 
bigger fin spacing, leading to non-uniform adsorption and 
desorption processes in the entire heat exchanger. The Dittus-
Boelter correlation for smooth tubes was also used to calculate 
the heat transfer coefficient by Zhang [18]. The paper presents a 
mathematical model of the conjugate heat and mass transfer in an 
adsorber in an intermittent adsorption cooling system. The model 
includes four submodels: the heat transfer in the heating/cooling 
fluids, the heat transfer in the metal tube, the heat transfer in the 
fins and the heat and mass transfer in the adsorbent. The model 
of the heat and mass transfer in the adsorbent (zeolite 13X) is a 
three-dimensional non-equilibrium model that takes account of the 
mass transfer both internal and external resistance in the 
adsorbent. The paper by Clausse et al. [19] compares an 
adsorber cooled indirectly in a TSA system and other adsorbents 
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classically investigated in TSA systems. A numerical model is 
presented and then validated using experimental testing results. 
Based on testing, the advantages of indirectly cooled adsorbers 
are demonstrated. The paper also describes the possibility of 
omitting the cooling stage in TSA cycles. 

Hofer et al. [20] investigated the heat transfer between 
bubbling fluidised beds and the immersed surface of heat 
exchangers with respect to continuous TSA processes used for 
post-combustion CO2 capture. Heat transfer coefficients for gas 
and particle properties were calculated using the models 
proposed by Natusch and Molerus. Fluidised beds were also 
investigated by Pirklbauer et al. [21], who studied different 
process configurations of a multi-stage fluidised bed for 
continuous temperature swing adsorption. The aim of the studies 
was to determine the optimum energy of the process. When CO2 
is used as the regeneration medium, the total energy demand of 
the TSA process increases as compared with a multi-stage TSA 
system that operates with steam as the separation medium. This 
research provides clear information on what configurations of 
continuous TSA processes of CO2 capture are the most energy 
efficient. The topic of moving bed adsorption (MBA) was also 
taken up by Kim et al. [22]. The authors described this process 
with heat integration. The adsorbent particles and the combustion 
gases flow in opposite directions in the adsorption bed. In this 
case, a scheme is also proposed in which the thermal energy 
removed from the adsorption bed is used in the desorption bed, 
which increases the presented method efficiency. Post-
combustion CO2 capture was also studied by Schöny et al. [23]. 
In this case, steam is used as the removing agent on the desorber 
side. The optimal number of stages on the adsorber and desorber 
sides is investigated to achieve high energy efficiency of the 
separation process. It is concluded that the larger the heat 
transfer surfaces of heat exchangers the higher the CO2 capture 
efficiency. 

Mitra et al. [24] described typical adsorption heat exchangers, 
i.e. tube-and-fin assemblies with adsorbents placed between the 
heat exchange surfaces. The research was conducted for 
activated carbon as the adsorbent. The results show that the 
optimal geometry of the heat exchanger depends on the size of 
the adsorbent particle. Exchangers were also investigated by 
Hofer et al. [25]. The authors tested devices consisting of a single 
tube and multiple tubes operating in post-combustion CC 
processes. The authors developed design requirements for TSA 
stages based on the heat transfer coefficients achievable in 
bubbling fluidised beds. The testing results show that the heat 
transfer coefficients obtained experimentally for single tubes are in 
good agreement with the modelled values. The results obtained 
for tube banks could be applied for the heat transfer between 
bubbling fluidised beds and immersed surfaces of the heat 
exchanger.  Sharafian et al. [26] carried out experimental testing 
of the effect of fin spacing on the temperature distribution of two 
adsorption beds using finned tubes with different fin spacing. The 
works included comparing the adsorption bed/adsorbent mass 
ratio and the temperature differences between the fins depending 
on the fin spacing. The researchers concluded that the optimal fin 
spacing of 6 mm was the best fit design for a finned tube adsorber 
filled with 2–4 mm silica gel particles. 

It follows from the presented literature review that there are 
various designs of exchangers intended for CO2 capture plants. 
Most of them are exchangers with an increased heat transfer 
surface area (finned tubes). This paper presents a CO2 capture 
system based on the MBTSA technology which does not work as 

a fluidised bed. In the presented system, the adsorbent is 
transported to individual sections where it is heated or cooled. In 
addition to a high coefficient of the heat transfer from the 
granulate to the surface of the tubes, the exchanger must ensure 
that the adsorbent flows through freely and is prevented from 
settling on the tubes. This rules out the use of fins, as they would 
create spaces for the adsorbent to accumulate, which would 
render the exchanger inefficient. The developed exchangers must 
reconcile the adsorbent transport with a high coefficient of the 
heat transfer from the granulate. The system with the developed 
in-house heat exchangers will be installed in one of the Polish 
power plants. The CO2 capture system with the heat exchanger 
design is presented in Section 2.1 below. 

2.1. Description of the CO2 capture system  

The method of CO2 capture from combustion gases arising in 
the process of gas combustion and based on the MBTSA was 
described, among others, by SINTEF Industry in Norway [27]. The 
method was adapted to capture CO2 in the case of pulverised 
coal combustion in a power boiler [28]. 

 The method is based on using activated carbon in the moving 
bed adsorption process. This type of adsorbent was chosen for its 
properties. Activated carbons are considered suitable materials for 
CO2 adsorption due to their porous structure - they have well-
developed micro-porosity and mesoporosity. The high CO2 
adsorption capacity of activated carbons is due to their large 
surface area per unit volume, as well as the large area of 
submicroscopic pores in which impurities can be adsorbed. 
Carbon materials show lower sorption capacity and selectivity 
than zeolites but are nevertheless used in CO2 gas purification 
processes. This is due to the interactions between activated 
carbon and CO2, which are much weaker than the bonding of 
carbon dioxide to zeolites. This has the effect of requiring less 
energy to carry out the desorption process and is more easily 
regenerated. The advantage of activated carbons is that they are 
regenerative, they do not wear out during multi-stage 
adsorption/desorption cycles and are therefore ideal for MBTSA 
adsorption plants. In addition, activated carbon does not require 
prior removal of moisture from the flue gas [33]. The main 
advantages of the MBTSA method are low pressure drops in the 
adsorption zone and the possibility of a faster rate of the 
adsorbent heating compared with standard adsorption 
technologies [13]. Preliminary results of the MBTSA simulations 
[29] allow a conclusion that the degree of CO2 capture achieved 
in this method is higher than that of the existing methods based 
on chemical adsorption (MEA and DAE). In order to examine the 
method suitability for rapid changes in the power unit load, with a 
particular focus on a rapid increase in power, it is necessary to 
design and build a test stand for the proposed method for CO2 
capture from hard coal combustion gases. SINTEF Industry in 
Norway is now in possession of a laboratory-scale system, a 
schematic diagram of which is shown in Fig. 1. The system was 
re-designed to a semi-industrial scale. The exchangers on the 
laboratory-scale test stand were made using a 3D printer. 
Considering high printing costs, it was necessary to find an 
alternative, cheaper solution. Due to that, the semi-industrial 
system makes use of tube exchangers in a staggered 
configuration. Fig. 2 and Fig. 3 present the heat exchangers 
arranged in a triangular configuration. Such arrangement of the 
exchangers was selected due to the limitations imposed by the 
room height and to ensure uniform loading of the floor. Activated 
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carbon in the form of granules with the diameter of 0.7 mm was 
used as the moving bed. The granules are shown in Fig. 4. Due to 
the formation of bed mounds, preliminary tests were carried out to 
eliminate the phenomenon of the adsorbent getting stuck in 
between the exchangers. As a result, the tube diameter no bigger 
than 13.5 mm was selected. 

The exchanger thermal calculations are presented in Section 
2.2.  

The test stand will be installed in a Polish power plant. In 
order to confirm the method suitability for close-to-real conditions, 
the measurements will be performed during the system operation 
in steady- and transient-state conditions. 

2.2. Determination of the heat transfer coefficient 

The heat exchanger design process was based on the 
classical logarithmic mean temperature difference method for a 
cross-flow heat exchanger, in which the exchanger power is 
calculated from the following basic equation (1): 

𝑄̇ =
∆𝑇𝐿𝑀

𝑅𝑡𝑜𝑡
,                                                                            (1)                                                         

where: 𝑅𝑡𝑜𝑡   is heat transfer total resistance, ∆𝑇𝐿𝑀  is logarithmic 
mean temperature difference  for the counter current system. 

 
Fig. 1. Diagram of the laboratory system 

The method was selected due to the fact that the adsorber 
temperatures at the inlets and outlets of the heating and cooling 
sections are known and result from the adsorber CO2 capture 
property. According to the art of engineering, the following 
assumptions are adopted:  

 steady-state operation of the exchanger, 

 no heat losses to the environment, 

 identical heat transfer coefficient across the entire heat 
transfer surface area, 

 constant physicochemical properties of the working mediums. 
Total thermal resistance was calculated from equation (2): 

𝑅𝑡𝑜𝑡 = 𝑅𝑤 + 𝑅𝑡 + 𝑅𝑠 + 𝑅𝑓,𝑖 + 𝑅𝑓,𝑜  =
1

𝐴𝑤∙ℎ𝑤
+

ln (
𝑑𝑜
𝑑𝑖

)

2𝜋∙𝑟∙𝑙
+

1

𝐴𝑠∙ℎ𝑠
+ + 𝑅𝑓,𝑖 + 𝑅𝑓,𝑜,                                                                 (2) 

where: Rw is resistance of the convective heat transfer from the 

inner surfaces of tubes to water, Rt is resistance of heat 

conduction through the tube walls, Rs is resistance of the heat 

flow on the sorbent side, Rf,i is resistance of heat conduction 

through impurities on the inner side and Rf,o is resistance of heat 

conduction through impurities on the outer side. 
Equation (2) takes account of the resistance of impurities both 

on the inner and outer side of tubes. On the inner side, resistance 
Rf,i takes values like for boiling water: 0.0002 (m2·K)/W, whereas 
on the outer side, Rf,o, being the resistance of the activated 
carbon deposit, is adopted according to [30] at the level of 0.002 
(m2·K)/W. 

The coefficient of the heat transfer from the water flowing 
inside the tubes is calculated like for a transient flow because the 
calculated Reynolds number is included in the range from Re=300 
to Re=3000. Due to that, a correlation is used based on function 
Nu=f(Re,Pr) for the following ranges of the dimensionless 
numbers: 2300≤Re≤106, 0.1≤Pr≤1000 [31]. The dimensionless 
numbers Nu, Re and Pr are defined as follows: 

𝑁𝑢 =
ℎ𝑑𝑤

𝑘
, 𝑅𝑒 =

𝑤𝑚∙𝑑𝑤

𝜈
,  𝑃𝑟 =

𝑐𝑝∙𝜇

𝑘
.                                   (3) 

The heat transfer coefficient on the side of the granulate was 
established experimentally on the laboratory stand in Norway and 
totals ~90 W/m2∙K. 

Assuming that the flow changes from laminar to transient at 
Re=2300, for which the Nusselt number is Nu=4.36, the 
correlation for the heat transfer coefficient is expressed by the 
following formula:  

𝑁𝑢 = 4.36 +
𝜉

8
(𝑅𝑒−2300)𝑃𝑟𝑥1

𝑥2+𝑥3
√𝜉

8
(𝑃𝑟

2
3−1)

,                                                  (4) 

where friction factor x is given by Filonienko [32] and can be 

calculated according to Taler [31]. 

𝜉 =
1

(1.2776 log 𝑅𝑒−0.406)2.246 ∙ .2103 ≤ 𝑅𝑒 ≤ 107.               (5) 

The unknown values of friction factor 𝒙 = (𝑥1, … , 𝑥𝑚)𝑇 in 
equation (4) can be found using the least squares method: 

𝑆(𝒙) = ∑ ∑ (𝑁𝑢𝑖𝑗
𝑚 − 𝑁𝑢𝑖𝑗

𝑐 )2 = 𝑚𝑖𝑛
𝑛𝑃𝑟
𝑗=1

𝑛𝑅𝑒
𝑖=1 ,                          (6) 

where: 𝑁𝑢𝑖𝑗
𝑚 = 𝑁𝑢𝑚(𝑅𝑒𝑖 , 𝑃𝑟𝑗) and 𝑁𝑢𝑖𝑗

𝑐 = 𝑁𝑢(𝑅𝑒𝑖, 𝑃𝑟𝑗), 

𝑖 = 1, … , 𝑛𝑅𝑒 , 𝑗 = 1, … , 𝑛𝑃𝑟 are the appropriately given, and 
approximated values of the Nusselt, Reynolds and Prandtl 

numbers are adopted as 𝑛𝑅𝑒 = 10 and 𝑛𝑃𝑟 = 16. The values of 
the factors obtained using the least squares method are as 
follows: 

𝑥1 = 1.008 ± 0.0050, 𝑥2 = 1.08 ± 0.0089, 𝑥1 = 12.39 ±
0.0080 [31]. 
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Fig. 2. Diagram of the semi-industrial system 

 
Fig. 3. Vertical projection of the semi-industrial system 

 

 

 

 

 

 

 

 
Fig. 4. Activated carbon (www.kureha.co.jp) 
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2.3. Calculations of heat exchangers 

The outcome of the thermal calculations and the applied 
equation (4) is the heat transfer surface area. The design details 
and the heat transfer surface area will be the subject of patent 
proceedings, and for this reason, they cannot be disclosed. 
Knowing the heat transfer surface area and the diameter of the 
tubes that will minimise the occurrence of the bed mound 
formation, it was possible to design the exchanger presented in 
Fig. 5 and Fig. 6. The described semi-industrial system was 
developed based on the SINTEF laboratory-scale stand located in 
Norway. The research system was made as a vertical column with 
the cooling, heating and adsorption section where the sorbent is 
fed by pneumatic conveyors (Fig. 1). In the target system, tube 
exchangers are used in a staggered configuration (Fig. 2), and the 
sorbent is transported by inclined belt conveyors. Such a solution 
is cheaper and does not require a big height of the room where it 
is located, Moreover, the designed exchangers have a module 
structure, which means that in the event of failure, a single module 
can be replaced without the need to replace the entire unit. The 
adopted assumptions made it possible to develop a compact 
design on a triangular plan, which minimised the system height. 
The system has three sections: the adsorption, heating and 
cooling section. The adsorbent with the inlet temperature of 30°C 
gets into the adsorption section and captures CO2 from the 
combustion gases. From the adsorption section, it gets into the 
heating section, where it is heated to the temperature of 180oC. 
When this temperature is reached, CO2 is released from the 
combustion gases and removed from the system through a 
connecting pipe. The adsorbent heating is realised in the 
developed exchangers, where the heating medium is saturated 
steam with the temperature of ~200°C. After CO2 is released, the 
adsorbent gets to the cooling section, where the temperature is 
lowered to 30°C using cooling water supplied to the exchanger. At 
the same time, the water in the system is heated to the 
temperature of ~130oC and returned to the boiler cycle for 
regenerative heating of feed water. This is a procedure that will 
make it possible to reduce the method energy intensity to an 
expected value of less than 2.7 MJ/kg CO2. The study was 
carried out according to [13] in gProms software, where the 
operation of the test stand was modelled. Data related to the flow 
velocity of the granule in the exchangers are presented in [13] for 
different operating conditions. The velocity value used in the 
calculations in the gProms programme determined for the granule 
transfer through the Mellapak was 5.7 mm/s. 

During the development of the test stand, some limitations 
and challenges were diagnosed and worth considering. The main 
limitation of the installation is its size and dimensions. The test 
stand presented in this paper was designed for flue gas volume 
fluxes of several tens of m3/h. These fluxes under actual power 
plant operating conditions are much higher, which implies a 
correspondingly larger CO2 installation. A solution to the problem 
may be to install all sections of the test stand vertically (but this 
will require an enclosed room or a specially placed high 
container). 

Challenges may include designing an efficient sorbent 
transport. A good solution seems to be (compared with the one 
proposed in the paper) pneumatic transport. However, due to the 
internal heat recovery, this transport can generate high heat loss 
due to the low temperature of the air transporting the adsorbent. It 

is also a challenge to minimise the loss of activated carbon 
through the use of suitable seals. This is related to its granularity 
(0.7 mm diameter) and any kind of leakage in the transport 
system which causes its loss.  

Another challenge is to maximise the heat available after the 
adsorbent has cooled from about 180 °C to about 30 C. Under 
actual power plant operating conditions, there will be large 
amounts of this heat. It is planned to turn this heat back to 
regenerate the boiler feed water temperature. 

 
Fig. 5. Fragment of the cooling section 

 
Fig. 6. Cooling section exchangers 

3. SUMARRY  

This paper presents a CO2 capture system using activated 
carbon with sections designed to exchange heat with exchangers 
ensuring high thermal efficiency. 

 The design work on the heat exchanger was focused on 
ensuring a high coefficient of the heat transfer from the side of the 
working mediums, i.e. the adsorbent, water and steam, minimising 
at the same time the phenomenon of the formation of granulate 
mounds over the tubes.  
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It is assumed that it will be possible to achieve the low energy 
intensity method of less than 2.7 MJ/kg CO2 utilising hot water 
from the cooling section.  

The designed test stand is now being built in a Polish power 
plant. The first tests of the stand are planned in the near future, 
together with the testing of the efficiency of CO2 capture from 
pulverised hard coal combustion gases. In the future, the 
performance, cost and scalability of the developed system will be 
investigated and compared with current CO2 capture 
technologies. 
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